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Visualisation of Massive Military Datasets: Human
Factors, Applications, and Technologies

(RTO TR-030/ 1ST-013)

Executive Summary

This final report of IST-013/RTG-002 “Visualisation of Massive Military Datasets” presents some of
the issues involved in visualisation as well as techniques that have been used in support of
visualisation for military applications. These issues are examined from three viewpoints: issues
relating to human abilities and requirements, issues of data and of display technology, and issues
relating to exemplary applications.

Military operations today depend heavily on the C4ISR (Command Control, Communications,
Computing, Intelligence, Surveillance and Reconnaissance) framework. To date, unfortunately, many
military systems make it difficult for users to develop a useful understanding of the information
relevant to immediate requirements, even though it may be contained within the massive amount of
data that flows from the various intelligence sources. The useful may be buried in the flood of
irrelevant data. The users may not be able to use the systems to extract the information from the data,
or they may not be able to create displays that allow them to see what they need. Potential information
sources may be ignored, or not well used, because techniques for extracting information are deficient.
As a consequence, users of many current systems discard much data unassessed.

Strategic and tactical actions, simulation and training are all seen to be significantly less efficient than
they might be because commanders are not able to access, assimilate and exploit all the available
information. New technologies and data sources now envisaged will require radically improved ways
for allowing users to interact with data. Interaction is critical, but at present information is usually
presented to commanders, analysts and executives as a passive situation display. Effective visualisation
requires the users to interact closely with visual, auditory and perhaps haptic displays.

Many military Command and Control systems in use today claim to assist the command team in the
performance of their tasks. Unfortunately, the majority of these systems support the process that was
prevalent at the time of their design and the systems cannot be changed (easily) to support an
alternative process because the process is embedded within the basic system design. The architecture
of new systems must support a flexible, responsive and mobile approach to military processes. A
component-based approach must be adopted so that the system can be adapted to changes,

It is recognised that for future military visualisation systems to be operational, they will have to be
oriented specifically to the task, application and user’s expertise. Furthermore, there is a need to assess
the performance of any visualisation system both subjectively and objectively to determine their effects
on user performance (beneficial or otherwise).

The development of visualisation systems should involve human factors integration early in the design
of the concept, in addition to the assessment of the final system. New technologies and data sources
now envisaged will require radically improved ways for users to interact with data. Interaction is
critical, but at present information is usually presented to commanders, analysts and executives as a
passive situation display. Effective visualisation requires the users to interact closely with the visual,
auditory and perhaps haptic displays.

Visualisation is something humans do. This fact is often forgotten when computational experts have
discussed what they call “visualisation.” What they usually mean by “visualisation” is some display
technique that presents a picture on a screen. They hope the picture helps the human to interpret a
situation. Visualisation is not a data display, however ingenious. It is one route to understanding,



another route being logical analysis. Complicated displays, such as virtual reality displays, can help
visualisation, but humans can easily visualise situations and events even when reading the text of a
well written novel that has no pictures at all. The nature of the display is not irrelevant, but it is not the
whole story.

Recognising that visualisation is but a route to understanding the massive datasets that reside in
computer memory, IST-013/RTG-002 has accepted a reference model developed by IST-005, its
predecessor group. The IST-005 Reference Model illustrates the major kinds of elements within both
the human and the machine, and shows the main relationships among them. It consists of three loops of
interconnection between the human and the computer:

1. The outermost loop constitutes the “Why” of visualisation. It connects the human’s understanding
to the dataspace. The human tries to understand some aspect of the dataspace and may act to
change the data in the dataspace, perhaps by acting on the outer world of which the data in the
compuer is a reflection.

2. The middle loop links the human visualising process with engines in the computer that extract and
process the data in the dataspace, and alter the data if necessary. The human visualising process
produces the “What” that is visualised and contributed to understanding, while the understanding
process influences what needs to be visualised. The engines in the computer are the means by
which the visualisation can be accomplished. They are the “How” of visualisation. The engines
provide the visualisation processes with their data, and the visualisation processes provide the
engines with their requirements for data.

3. The innermost loop of the IST-005 Reference Model consists of the input-output devices and their
supporting interaction and dialogue software. These are the mechanisms through which all the
communication of the other two loops must pass. The displays must be able to represent what the
engines produce and the visualisation processes need, and the input devices must allow the user to
inform the engines what data to provide the displays.

Since it is the human who visualises, the central questions concern the human factors of the
visualisation process. Some are addressed in Chapter 2 of this report. Important among these questions
are the purposes of the users, together with the sensory and cognitive capabilities and limitations of
humans. We identify four classes of purpose: Monitoring/controlling, Alerting, Searching, and
Exploring. These purposes have different implications for the displays and the input devices, as well as
for the engines that process the data.

Monitoring and controlling imply that the user is keeping track of an aspect of the dataspace that
varies over time. The engines and displays therefore must extract this varying aspect reliably and
present it in such a way that the user can see it as a salient feature. The user also must be able to
describe to the engines and the display systems just what is to be monitored-which might be a quite
abstract property of the dataspace such as the probable intentions of a moving submarine in a
complex sonar display, the enemy’s main concentrations of firepower in a land battle, or the
relationships among dynamically varying points of vulnerability in a software network.

Alerting might be called “anti-visualisation,” since it supports the visualisation of what is currently
important by allowing the presently unimportant to be suppressed. Autonomous computer-based
systems monitor the dataspace for the occurrence of any of a myriad of possible conditions that
might be important to the user if they were to occur, but if they do not occur, those aspects of the
dataspace are not displayed to the user. The input systems must allow the user to describe what
conditions should be monitored, and the display systems must be able to show the user that an
alerting condition has occurred, together with its context, without interfering with whatever the user

is currently monitoring. To do this, the display systems should take advantage of alerting systems
that humans have evolved with, or that the individual user has learned to use.

Searching is done when an aspect of the world being monitored or its context has some uncertainty
about it, which might be alleviated by some piece of information not immediately apparent in the

display. To accommodate searching, the displays must show ways the user might access the
dataspace in different ways, or might access different parts of the dataspace where the desired



information might possibly be found. Searching supports a current need, and often the information
sought is transient or dynamically varying.

Exploring imposes much the same requirements on the displays as does Searching, but the objective
is quite different. The user explores in support of an anticipated future need, discovering the
structures of the dataspace that might later provide contexts for monitoring and controlling.
Sometimes, exploring is the entire purpose of an application, as it might be, for example, in studying
a large software system to discover regions of potential weakness or programming errors and
inefficiencies, or in looking through a document database to find what has been said about the
political relationships among parties that might be the object of a peacekeeping mission.

Displays must match not only the user’s purposes, but also the user’s sensory and cognitive abilities. A
few examples are mentioned in Chapter 2 of this interim report, ranging from informationally effective
use of human colour vision, through the conditions that make symbols and textures stand out at a
glance, to the benefits and problems associated with cognitive fixedness. Chapter 5 of the report
discusses ergonomic issues relating to human-computer interaction, and Chapter 6 deals more
specifically with the Presentation systems and their requirements.

To display data effectively, the nature of both the data and the display must be understood. Chapter 3 of
this report attempts a simple taxonomy of the kinds of data that might be involved in visualization. The
taxonomy is based on such characteristics as whether the data exist statically in the dataspace or are
being acquired on-line while they are being used; whether the data represent magnitudes or categories;
whether each datum is associated with a spatial location or with an identifying label, and several other
characteristics. A similar kind of taxonomy is attempted for display types, and the relationships
between the two taxonomies are used to suggest a set of “natural mappings” between types of data and
the ways they are best displayed.

Chapter 4 describes some example military applications that involve visualisation, illustrating many of
the concepts developed in the earlier chapters, and raising some issues that must be addressed whe
designing engines and displays to support these applications.

The second part of this report revisits the issues raised in chapters 2 to 4, but from a viewpoint now of
attempting to provide approaches to solving some of the problems, illustrated wth some examples
taken from various projects.

Chapter 5 discusses the software interfaces and their development, and approaches to design of
effective interfaces an interactions. The second part of that chapter describes a wide range of
commercially available display and interaction devices for working in a 3-D world (a “Virtual
Reality”).

Chapter 6 addresses the Engines and Presentation systems from the viewpoint of what they can do,
what the user may be able to ask them to do, and in particular discusses the importance of context and
navigation in displays of massive datasets.

Chapter 7 discusses the problem at the level of the application, dealing with what the user is trying to
achieve. A framework for describing visualisation systems is mentioned (it was developed by a parallel
group under TTCP). Some approaches that have been taken to the discovery of wanted information in
large textual dataspaces are discussed, as well as some approached to the display of battle situation dat
and the developement of Air Tasking Orders.

Chapter 8 discusses methods of evaluating visualisation system both experimentally after they have
been constructed, and prospectively when they are in the design stage. Performance evaluation is an
important requirement of any systems and suitable metrication methods must be identified and
implemented. It is a complex and many sided issue. The evaluation must take into account both
subjective and objective performance measures.

Chapters 9 and 10 consist of Conclusions and Recommendations, respectively.



la Visualisation d’ ensembles volumineux
de données militaires : facteurs humains,
applications et technologies

(RTO TR-030/ IST-013)

Synthese

Ce rapport final du groupe IST-013/RTG-002 sur «La visualisation d’ensembles massifs éesdonn”
militaires» peEsente un certain nombre des peoés renconds dans le domaine de la visualisation, ainsi
gue des techniques de visualisation aydhiriises en ceuvre pour des applications militaires. Ces questions
sont examirés sous trois angles d’approche : les questions relatives aux eagagitaines et aux
exigences des missions ; celles concernant lesedggnet’ les technologies ass®sa leur pesentation ; et
enfin celles relativea des applications particatiés.

A I'heure actuelle les arations militaires ependent dans une large mesure du cadre C4ISR
(Commandement, Comt€, Communications, Informatique, Renseignement, Surveillance et
Reconnaissance). Malheureusement, bon nombre dar®stilitaires en service posent des diffesudt”
l'utilisateur qui souhaite iegrer rapidement les informations ayant des incidencegdiates, alors ermhe

que ces informations sont certainemergsprites quelque part dans les voluraesrimes de domes
transmis par les diéifentes sources de renseignement. Lesadnatiles sont en effet souvent eey’dans

une masse d’informations sanseidt. Deux cas ainsi peuvent segenter ; soit les systies ne permettent
pas aux utilisateurs d’extraire I'information voulue des @msndisponibles, soit les utilisateurs ne sont pas
en mesure de eer les interfaces leur permettant de visualiser les informations dont ils ont besoin. De
méme, des sources potentielles d'informations peueémst ignoees ou mal expla@gs par manque de
techniques adapé&sa l'extraction de l'information. Par coeglent, les utilisateurs de la plupart des
sysE€mes actuels rejettent beaucoup de demrsans les examiner.

Les actions stragiques et tactiques, la simulation et I'enteaent sont ainsi j@3 bien moins efficaces

gue ce qu’ils pourraienttfe parce que lesedideurs ne sont pas en mesure d'identifier, d’assimiler et
d’exploiter la totali€ des informations disponibles. Les utilisateurs des nouvelles technologies et des
nouvelles sources d’information auront donc besoin de nouveaux outils peuung bonne interface avec

les donmes. L'interaction est primordiale, a,l'heure actuelle, I'information est courammengganee

aux dcideurs, aux analystes et aux cadres sous forme d'un affichage passif. Une visualisation efficace
exigera une interactioatroite entre l'utilisateur et les affichages visuels, auditifs, voeenenhaptiques.

De nombreux systhes de commandement et de aupetrilitaires en service aujourd’hui giendent

apporter une aide au commandement dans I'exercice de ses fonctions. Malheureusement, la plupart de ces
sysemes n'oneté cortus que pour mettre en ceuvre un proces®doprinanta’'epoque de conception et

ne peuvent pastfe modifés facilement dans un autre but, dans la mesute processus initial est adi©

dans l'architecture du systie. Les architectures des nouveauxesyst devront donc permettre une
approche adapt et flexible des processus militaires. Il faut donc adopter une approche modulaire afin de
permettre I'adaptation du sgshea d'éventuels changements.

Il est par ailleurs admis que, poetré ogrationnels, les futurs sgshes de visualisation militaires devront
etre adams$ sgcifiguementa’ la #iche, I'application et les connaissances de I'utilisateur. De plus, les
performances de tout sgshe de visualisation devroatréévallges tant objectivement que subjectivement
afin de dfterminer leurs effets sur les performances des utilisateemsfifinies ou autres).

Les facteurs humains devront aiesi€” inEges tes it dans le processusetiboration de tout concept de
développement de syshes de visualisation, en plus devBluation du systhe final.

La visualisation est une capachiumaine. Ce fait est souvent oahlians les discussions entredplistes
de l'informatique sur ce qu'ils appellent “la visualisation”. Pour cexigfistes “la visualisation” est une
technique d’affichage qui permet deepehter une image sur eosran. En giéral, ils esprent que cette
image va permettra I'observateur d’intergter une situation doee. Mais la visualisation ne peetré
réduitea un simple affichage de dagws, aussi irggiieux soit-il. Ce n’est que l'une des voies qenanta

Vi



la compghension, l'autreetant I'analyse logique. Les affichages compmigjucomme les affichages de
réalitt virtuelle, peuvenette une aide la visualisation, maisdife humain est parfaitement capable de
visualiser des situatiors la simple lecture d’'un roman bieerit sans aucune illustration. La nature de
I'affichage n'est pas sans importance, mais elle n'est pasrdinante. Sachant que la visualisation n’est
que I'un des moyens de comprendr@@rEr les ensembles massifs de @éawnésidant dans la emoire

d'un ordinateur, 1IST-013/RTG-002 a repris un raledde eférence dvelop® par son mdcesseur, IST-

005. Le moele de €férence d’'IST-005 msente les principauiéments de 'lhomme et de la machine, et
montre les principales relations qui existent entre eux. Il consiste en trois boucles d’interconnexion entre
'lhomme et l'ordinateur :

1. La boucle exfieure constitue le “pourquoi” de la visualisation. Elle fait le lien entre la @mapsion
humaine et I'espace de daes. LEtre humain tente de comprendre certains aspects de I'espace de
donrées et peut intervenir pour modifier des demgsi’dans I'espace de dees, par exemple en
agissant sur le monde exigur dont les dora€s dans 'ordinateur sont le reflet.

2. La boucle du milieu assure le lien entre le processus humain de visualisation et les moteurs dans
'ordinateur qui extraient et traitent les dems dans I'espace de dees; en les modifiant le cas
échéant. Le processus humain de visualisation produit le “quoi” qui est visweligui permet de
comprendre, tandis que le processus de cengmsion influe sur ce qui d@itré visualis. Les moteurs
dans l'ordinateur sont les moyens qui permettentedéser la visualisation. lls sont le “comment” de
la visualisation. Les moteurs fournissent des desrgux processus de visualisation, et les processus de
visualisation fournissent leurs besoins en @@snaux moteurs.

3. La boucle intfieure du moele de eférence IST-005 consiste quamtelle en des ums d'entee -
sortie avec leurs logiciels d’interaction et de dialogue. GasaniSmes sont le point de passage eblig”
pour toute communication entre les deux autres boucles. Les affichages doivent pous®éntepcce
gue les moteurs produisent et ce dont les processus de visualisation ont besoin, eslebeuntg
doivent permettrea l'utilisateur de communiquer aux moteurs les @@snqui sont fournir aux
affichages.

Puisque c’est umtfe humain qui visualise, les questions fondamentales s@st dilix facteurs humains
entrant dans le processus de visualisation. Certaines de ces questions somesxamitiapitre 2 de ce
rapport. Parmi celles-ci, les objectifs des utilisateurs, ainsi que les eapetdie’s limitations sensorielles et
cognitives de 'hnomme ont une importance partengi"Quatre catjories d’objectifs oneté identifées:
Conttdler/suivre, alerter, chercher et explorer. Ces objectifs ont desqumrsies &5 diferentes pour les
affichages et les um$ d’entee, ainsi que pour les moteurs qui traitent les desn”

Controler et suivre impliquent que l'utilisateur se tient au courant d’un aspect de I'espace deegdayun”

varie dans le temps. Il s’ensuit que les moteurs et les affichages doivent extraire cet aspect variable de
facon fiable et le mSenter de fagn a ce que l'utilisateur le peojive comme un fait marquant.
L'utilisateur doit égalementefre en mesure deedfire aux moteurs et aux systés de visualisation
I"element pecis qui esta contoler - qui peutefre une caraetistique assez abstraite de I'espace de
donrées, telle que les intentions probables d'un sous-marin en mouvement sur un affichage sonar
complexe, la concentration principale de la puissance de feu de I'adversaire dans un conflit terrestre, ou
encore les relations entre des points de eralbilitt variant de fegn dynamique dans urgéau de
logiciels.

Alerter traduit la notion de “I'anti-visualisation”, puisqu’il s’agit de fournir la visualisation de ce qui est
important sur le moment en permettant la suppression de ce qui ne I'est pas.drmmesystormatiques
autonomes scrutent I'espace de dmempour intercepter parmi une myriade de conditions possibles
celles qui pourraient avoir de I'importance pour l'utilisateur si elles devaient se produire ; sachant que si
elles ne se produisent pas, ces aspects de I'espace dmslonseront pasgzengsa I'utilisateur. Les
syse€mes d’engé doivent permettra lutilisateur de dcrire les conditions qui soat surveiller, et les
sysemes d'affichage doivent permettre de signaldiufilisateur I'apparition d’'une condition d’'alerte,

avec son contexte, sans perturber la surveillance geilemPour ce faire, les sgstes d'affichage
peuvent profiter des systes d’'alerte avec lesquels les hommes ejatlthabitude de travailler ou gu'ils

ont apprisa’ utiliser.

Rechercher concerne les casiain aspect du monde surveithu de son contexte contient des incertitudes
qui pourraientefre Esolues par I'apport d’'une information qui n'est pas @diatement apparente sur
I"ecran. Afin de permettre cette recherche, les affichages doivent indiquer aux utilisateuentdif”
facons d’'acedera I'espace de domes, ou difrents secteurs de I'espace de @@nd' les informations
recherclees pourraient se trouver. La rechercleporid @ un besoin ponctuel, etef souvent
information rechercké esteprémeére ou variable.
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Explorer imposea’ peu pes les mfnes conditions en qui concerne les affichagesRgaleercher, mais
I'objectif est tout autre. L'utilisateur explore dans lérdt d'un besoin anticgy dgcouvrant les structures

de I'espace des doee$ susceptibles de fournir des contextes pour leaterdt™le suivi uktieurs.
Parfois,explorer repesente I'unique objectif d'une application, comme par exemetadg€ d’'un grand
sysE€me logiciel afin de localiser eéVentuels domaines de faiblesse, des erreurs de programmation et des
carences, ou l'interrogation d'une base de @éesnde documents poetablir ce qui &t dit concernant

les relations politiques entre certaines parties pouvant faire I'objet d’'une mission de maintien de la paix.

Les affichages doivent non seulement correspondre aux objectifs des utilisateurs, ma&s laussi -
capaci€s sensorielles et cognitives. Le chapitre 2 donne quelques exemples des points gaulee

rapport in€rimaire, allant de I'utilisation de la vision des couleudes fins d’'information aux avantages et
problémes assoeg a la fixitt cognitive, en passant par les conditions permettant de faire ressortir les
symboles et les textures. Le chapitre 5 du rapport examine des questions ergonomiques relatives aux
interfaces homme-machine, et le chapitre 6 estpdx$ spcifiquement sur les systes de @sentation et

leurs sgcifications techniques.

Pour assurer I'affichage efficace des dees il est essentiel de comprendre non seulement la nature des
donréesa afficher mais aussi celle de l'affichage. Le chapitre 3 de ce rapmsenie” une taxonomie
simplifiee des di#rents types de doaas$ susceptiblesetie utili€es pour la visualisation. Cette taxonomie
est baeé sur des questions telles que : est-ce que leee®mxistent de ¢an statique dans I'espace de
donrées ou est-ce qu’elles sont acquises en ligne au mumesure de leur utilisation ? ; est-ce que les
donrées repeSentent des grandeurs ou deggaties ? ; est-ce que chaque danpSt assoega un point

dans I'espace oa Uneetiquette de eSignation, ainsi que d’autres camgdfiques ? Une proposition de
taxonomie analogue estgzenee pour les difffents types d'affichage et les relations entre les deux
taxonomies sont utile®s pourealiser une exie “de cartographies naturelles” entre leseddfits types de
donrges et les fagpns optimales de les afficher.

Le chapitre 4 msente des exemples d’applications militairesegraht la visualisation, en illustrant bon
nombre des conceptevElopgs aux chapitres eddents, et soal/e des questions qui ser@tésoudre
afin de permettre la conception de moteurs et d’affichages pour ces applications.

Les questions soulees aux chapitres@ 4 sont eexamies dans la dewedie partie de ce rapport, mais
cette fois dans I'optique de proposer des approches pasgdition de certains de ces pmhEs, avec des
exemples ties d’autres projets.

Le chapitre 5 examine les interfaces logicielles et lewekbppement, ainsi que les approches de la
conception d'interfaces et d'interactions efficaces. La daugi'partie de ce chapitreeatit un large
eventail de dispositifs d’'affichage et d'interaction disponiblesesagefe coius pour travailler dans un
univers tridimensionnel (la &dlite virtuelle™).

Le chapitre 6 examine les moteurs et lesesyiss de @sentation du point de vue de leurs capadit de la
fagcon de les interroger. Une attention partiexdi est accoeE a I'importance du contexte et de la
navigation pour I'affichage d’ensembles massifs de desn’

Le chapitre 7 examine le pravhe au niveau de I'applicationeldux attentes de I'utilisateur. Un soha
pour la description des sgshes de visualisation est ind@sclema avelop@ par un groupe similaire
dans le cadre du TTCP). Certaines initiatives prises concernaatugation des dore€s de grands
espaces de doam$ textuels sont examies, ainsi que d'autres relativad’affichage de doregs sur la
situation du champ de bataille e¢lBboration d’ordres de missioer&nne (ATO).

Le chapitre 8 examine lesatiiodes dévaluation des systries de visualisation, tant deda, exgrimentale
une fois les systhes construits, que dectm prospective au stade de la conceptioevallation des
performances est un @it important applicabla tout systime et il est @Cessaire d’identifier et de mettre
en ceuvre des ethiodes de mtfisation appropeés. Il s’agit d’'un proleiime complexe aux multiples aspects.
L"evaluation doit tenir compte de mesures de performances tant subjectives qu’objectives.

Les chapitres 9 et 10 sont compsgespectivement des conclusions et des recommandations.
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Preface

| have recently become aware that the visual impact itself of the photographs | make in the lab can
have significant consequences, allowing them to communicate important information about
science research not only to other scientists in the lab, or in the field, but to a broader,
nonscientific public as well. (Felice Frankel, Science, 280, 1698-1700, 12 June 1998)

The NATO Research Study Group DRG Panel 8/RSG-30 (converted to IST-013/RT@i€@Mkation in Massive

Military Datasets, and its attendant Network of Experts [NX] were created to address the dataflood problem.
Military personnel and civilians alike increasingly find themselves awash in machine-produced and machine-
processed data. Finding, attending to, recognizing and acting upon the most salient data continually becomes more
critical and more difficult.

There has been a somewhat naive hope that visualisation tools and techniques will help us in this. However, the
members of IST-013 feel strongly that the answers usually given rely too heavily on technology and too seldom take
into account the relevant, known human psychology. Indeed, some of the visualisation tools have become part of the
very flood they are intended to address.

Is cognitive and perceptual psychology part of the needed solution? Very likely it is. As observed in chapter two,
humans have been surrounded by “too much” information throughout their evolution. But it is only in the recent
epoch, no further back than invention of the printing press, and more dramatically as a consequence of the
development of computers, that we have been confronted with data of new kinds at a rate faster than our human
brains can manage to turn into information.

“Visualisation” means the formation of an internal picture of our world, or at least of a part of it that is at the
moment important. It is one route to understanding the world so as to act effectively in it, the other route being
analysis or “rational thought.” Visualisation partnered with analysis is a much more powerful combination than is
either alone. Their strengths and weaknesses complement one another. Analysis deals with few entities at a time, or
in the form of statistics creates a small number of interpretable entities by executing similar operations on a large
number of similar entities. Visualisation concerns patterns created by the similarities and differences among large
numbers of entities sensed or remembered simultaneously—the word “sensed” is used deliberately rather than
“seen,” because all our senses contribute to our visualisations. We can visualise what causes noises we hear or what
we feel in the dark. Even when we use sight, what we visualise may not have been seen initially as a picture; we
visualise the scenes a novelist describes in text, and we visualise the potential consequences of actions not yet
perfomed.

Our ancestors might have visualised where their prey might be hiding, or where predators might lie in wait. We
instead might visualise opportunities and dangers in the stock market or a technological battlefield. Where they saw
myriads of leaves, grasses, clouds, and trees; they heard rustling grass, cracking twigs, soughing winds, we see
displays on computer screens, and (rarely) hear sounds generated by computers. Their visualisations could be
derived from a “natural” mapping of what they saw and heard into a space of opportunities for food and dangers
from predators. We must map enormous amounts of data, through an invented, unnatural, display, into a
visualisation of unnatural abstractions such as trends in finance, dangers of software failure, opportunities for
deployment of troops, or regions of agricultural stress. The task of “visualisation technology” is to allow us humans
to use for these abstract purposes the abilities evolved for acquiring food and avoiding becoming food. It is not an
easy task.

This report is an attempt to present the more technical issues inherent in the visualisation problem, to illustrate some
of the approaches and techniques used in different application areas to address these issues, and to make
recommendations for applying what is known and for research in what is unknown, to enhance the usefulness of
visualisation in military environments.

In this report we not only describe some of the range of applications in which visualisation technology has been or
is likely to be valuable, but we also investigate some of the deep principles that seem to underly any successful
application, and consider how to evaluate a technology in its intended use. We provide a simple Reference Model
within which the different aspects of visualisation technology can be analysed, and use it to consider the tools and
techniques that have been proposed or constructed and deployed in real applications.
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Chapter 1: Introduction—the Why, What, and How of Visualisation

1.1 The context of " Visualisation"

1.1.1 The scale of the problem

Decision makers, military and civilian, haveawayshbeen
faced with the problem of choosing among courses of action
with uncertain results. To improve the likelihood that their
decisionswill havetheeffectsthey intend, they demand more
and better information. Whereas a few thousand years ago
battles were fought between tribes numbered in dozens of
combatants and the commander could keep track of most of
them individualy, today they involve millions of peopleand
machines, and the "information operations' of thousands of
computers in a complex network in which friends and en-
emies may both be interconnected.

Asrecently astensor hundredsof yearsago, acommander
could rely on staff officersto analyze the changing situation
and report the important events and trends. Now, situation
dataflows at rates faster than any reasonable number of hu-
mans can track. The same is true in business, in software
development, in scientific studies, and in many other fields.
Computer analyses are necessary, but the field of interest is
still the same, the world outside the computer.

Computersare necessary becausethey can do many things
better, faster, or more precisely than can humans. They can
store huge numbers of independent facts, whereas human
factual storageiseasier if onefact isassociated with another
already known. They can do fast and accurate arithmetic,
something notorioudy difficult for humans. They can per-
form logical analyses more accurately and thousands or mil-
lions of times faster than humans.

But humans can do many things better than computers,
and seeing patterns and their implicationsis atask at which
humans till far outshine computers. It seemslikely that hu-
mans will have to be able to work with computers and the
datain them for many years to come, if only to be able to
make rapid decisions based on real-time analysis of rapidly
changing data flows. To enable this kind of symbiosis re-
quires good displays and interaction techniques, which are
likely to be different from one task to another. Despite these
differences among tasks, it is possible to find some princi-
ples that underly the design of useful displays and effective
interaction techniques.

Data inside a computer cannot be seen, so how can the
human cometo understand itsimplications? Ultimately, itis
always for some human purpose that the data are collected,
but unlessthe data are presented in an intelligible way, they
might aswell not have been collected inthefirst place. Proc-
we call "Engines' inside the computer may collate,
correlate, analyze, modify, and interpret the data, but the re-
sults of these processes must be understood by the human if
they areto be useful. Display surfaces may present elaborate
and beautiful patterns based on the results of the analytic

processes, but again, unlessthose displays can be understood,
they will be usdless.

1.1.2 The social dimension

In Chapter 6, Kaster points out that there is more to de-
veloping an interface to acomputer system than just making
it easy to use for the task at hand. There are aso socia di-
mensions to be considered: how does the user interact with
other interested parties, how does the task affect the user,
and so forth. In aworld that is increasingly dependent on
interactions with computers, the question of how this grow-
ing dependence on technol ogy influencesmorale can bequite
important. An over-reliance on technol ogy hasbeenthedown-
fall of the more advanced military in more than one conflict
of the 20th century. It should not be so in the 214t.

In military command, the issue of trust appears at every
turn. Leadership depends almost entirely on whether those
commanded can trust the leader to be making decisions that
are appropriate for the situation. Technology may help sub-
ordinates and commandersto share a"common view of the
situation” but if the commander is creative, as agood com-
mander should be, it isvery probablethat the orders subordi-
natesreceive may becontrary to thosethey expected or would
have issued had they been in command in that commonly
viewed situation. This can lead either to mistrust or to en-
hanced trust in the leader.

When agood leader gives ordersin aface-to-face meet-
ing, the subordinates have many cuesasto thetrust the com-
mander hasin higher own judgment, which affectsthe trust
he/she inspires in them. These cues tend to be lost in the
formalized environment of technol ogical communication, and
thetrust hasto be earned (or lost) in a different way.

The issue of trust arises not only when technology inter-
venesin socid relationships, but also in the relationship be-
tween the technology and its users. Does the user trust that
thetechnology is providing what he/she intended to request?
The old maxim, that computers do only and exactly what is
asked of them, begins to break down when intelligent ma-
chines gtart to infer the user's intentions at higher levels of
abstraction than the direct command phrased in aformal com-
mand language.

Even aWeb search engine performing a search based on
aBoolean query may infer that the closer the desired terms
are to each other in the content of a page, the morelikely is
the page to interest the user. Should the user trust such a
search engineto show prominently theWeb pagesthat really
are the ones of most interest? Should the user trust that the
search engine even has access to the pages that would be of
most interest? If that trust in any single Web search Engine
existed, why would auser resort to ameta-search enginethat
takes advantage of several primary search engines, as many
users do? Clearly, they do not trust even the most effective
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Web search enginein normal use. Do users—should users—
trust other kinds of technological support in critical situa-
tions?

Trust isnot theonly issue outs de the technical aspectsof
visualisation technology that can determineits effectiveness
in military operations. There are many such "socia" issues,
some of which may influence how the technology is used,
some of which may influenceits effect on operational effec-
tiveness and morale. Can effective flexible techniques for
interaction and interface help to aleviate this problem that
may affect the militaries of technologically advanced coun-
triesin the coming century, or will too brittle techniques re-
strict interactions to those that are formally recognized as
being part of the command "standard operating practice'?

In June 2000, aworkshop (1ST-020/RWS-002) on Visuali-
sation of Massive Military Multimedia Datasets was held
under theauspicesof 1ST-013. At thisworkshop, Cunningham
pointed out that there are lwaysat | east two peopleinvolved
in any visualisation system, military or civil. Oneisthe per-
son interacting directly with the computer, the other the per-
son who wants the results for performing some rea-world
task. Typically therewill be morethan two people, but inthe
military context, the operator is seldom the same person as
the commander or staff officer who wants the results.

Apart from Cunningham's observation, the social aspect
of visualisation technology was not considered at the June
2000 workshop. There may be a case for holding a future
workshop in which this topic takes its place alongside the
more technical matters that dominated the workshop, and
that form the bulk of this document. Since little is known
about the effect of different implementations of visualisation
technology on the socid questions, we leave that issue here,
having noted that it is potentialy an important, perhaps ex-
plosive, question.

1.1.3 Visualisation and analysis

The quotethat introducesthe Prefaceto thisreport refers
to photographs of scientific phenomenaof variouskinds, on
scales ranging from molecular to macroscopic. None of the
photographsinvolveacomputer, but theprincipleisthesame.
Astheauthor says: "Onemay view the photographs| take as
artistic, but their primary purpose isto communicate scien-
tificinformation. ... | frame theimagesin away that empha-
sizestheparticular point of theinvestigation, carefully choos-
ing only the components essential for communicating aspe-
cific idea; more details do not necessarily add clarity"
(Frankel: p1700). Thiscomment appliesto al kinds of visu-
aisation. Moreisnot necessarily better. But neither isit nec-
essarily worse. The eye sees patternsin complex structures,
patterns that might be lost were the display to be smplified.
Thekey wordsin the comment are: "'choosing only the com-
ponents essential for communicating a specific idea."

Human understanding is based only in part on an ability
tovisualiseastuation. Theword "visualise" impliesthat the
human is"seeing" an interna picture, but thisis only a part

of what we mean by the term. To "visuaise" includes aso
the perception of interrel ationshipswithin the situation visu-
alised—what affects what, how fast things may happen, the
possible effects of interventions, and so forth. Itisadynamic
"picture" that is"seen" in the head. The computer's display
must aid the human to create this dynamic visualisation of
what is important in the situation represented in the data.
The computer displays, the human visualises.

Human understanding depends not only onvisualisation,
but also on analysis. Mathematical and logical analysis can
be applied to factua propositions, to discover the implica
tionsof factsinherent in the data. Analysisgoes hand in hand
with visualisation to make the "intelligence" that generates
good decisions. Computers are good at analysis. They can
calculatewhatever can bedescribed algorithmically, and can
do so millions of times faster than a human can. Its calcula-
tions may be essential components of the human user'slogi-
cal analyses, aswdl asof thehuman'svisuaisations. But the
results of computations will not be helpful to the human's
analyses or visuaisations if they are not displayed usefully.
If the computer is to support good decision making, it must
provide displays that aid analysis as well as displays that
support effective visualisation of situations.

This report will not directly address the analytic side of
aiding human understanding and decision making. Instead
thereport centres on the nature of visualisation, the tasksfor
whichit isappropriate, and on the processesin the computer
and in the human that support it.

1.2 Visualisation without the computer

People visualised situations|ong before there were com-
puters. Theearliest writing may have been symbolson sealed
potsto indicate what was supposed to be in the pots without
the recipient having to open the pot to weigh or count the
contents. The carter could not steal any of the content, be-
causetherecipient could comparethe actua content with the
content visualised from the symbols. Maps of pathsand roads
allowed peopleto visualise how to get to previoudy unvisited
places, and with markings such as"Here be there monsters®
and "Good food and ae here" the maps could allow people
tovisualise not only theroutes, but also the dangers and ben-
efits of different choices of route. Everyday highway maps
now show which highways have multiple lanes, and which
are suitable only for al-terrain vehicles, allowing the driver
tovisuaisehow theroute might bedriven. Mapsshow heights
of land, watershed boundaries, and types of vegetation or of
geological formation, perhapsall on the same sheet of paper.
These are qualities implicit in the data, aspects that might
not even bevisibleif the person wasin therea world repre-
sented on the map. But they can be visualised by the person
reading the map.

Maps can be used to show trends in the data. Minard's
celebrated map of Napoleon'sinvasion of Russia(Tufte 1983,
p41), isaprime example, in which the accession of troopsto
Napoleon's army during the invasion preparation, and the



losses from battles and wesather during the retreat are shown
as varying widths of the traces of the route over the terrain
map. Similar displays have been used to show quantity and
flow variations in applications as varied as highway traffic
dispersion, CO, sources and sinks, and software message
interchange rates.

Although the compilation of data for these maps may
have been labour intensive, none of them require acomputer
display screen. Paper is quite sufficient. Each piece of paper
shows the little that is important to the user out of alarge
massof individual dataitems, and allowstheuser to act more
effectively in the real world—perhaps by planning a better
battle strategy, by designing a new highway route, or by
optimizing particular elements of a software system.

Moving closer to computerized systems, atraffic control
centre such as for arail network may have a conventional-
ized display of the network, on which the current locations
of trains, the setting of switches and the locations of anoma-
lous situations are shown. The display does not show al the
geographic twistsand turns of thetracks, but showsthelink-
ages among the different track sections, the signalling and
switching points, the stations, and other elements that are
significant to the operation of the trains. The data comesin
continuously from the various locations in the network, and
the display enables the traffic controllersto alter switch set-
tingsand to instruct train drivers so asto optimize the opera-
tion of the system.

Pipeline mimic diagrams provide similar functions, show-
ing current flow rates, reservoir levels, and valve settingsin
away that helps the pipeline operators to match load and
supply in various sectors of the network. Such displays are
automated, but they are direct, though abstract, mappings of
current situations, rather than being displays of datamanipu-
lated within a computer system.

1.3 Visualisation using the computer

Why do weuse computer-based visudisation at al? Some
data are inherently within the computer, as are the elements
of asoftware system, which has no existence outsi de the com-
puter. Computer-based visualisation isthe only way we can
visualise such data. But much of what wewant to visudliseis
not inherently within the computer; it isin the outer world.

Why do wewant to use computer-based visualisation for
such outer-world data? It must be because we cannot readily
visualise what we want to understand about it just by look-
ing at it. Perhaps there isfar too much data, or the data may
beinitialy available in aform we cannot perceive directly,
or perhaps the computer can perform the mathematical op-
erations that we want done on the data much faster than we
can. Whatever the reason, the data to be visualised eventu-
aly resides in the computer in the form of ones and zeros.
Wecannot directly perceivethebitsin the computer'smemory,
but must rely on software engines, presentation systems, and
physical display devicesto show what we want to see.

Why should we want to visualise at all what is in the
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computer? Why not et the computer's powerful processors
analyzethedataand report what isneeded of it? Surely, if we
can determine what we want of the data, we can smply pro-
gram the computer to find out the answer and perform the
necessary action. No human should need to look at the data
a all. Thisistrue, But that "if" isabig "if."

Humans are much better than computers at seeing pat-
ternsin massive complex datasets. Humans are descendants
of ancestors who have survived by seeing the implications
of datastructures and who have evolved this ability over bil-
lionsof years. A human may not know what questionsshould
be posed, even if the computer might be programmed to an-
swer the question if it were posed. But the human may see
the implications and possibilitiesinherent in the data, if the
presentation is good. So, at present, and for the foreseeable
future, we will need ways for humans to visualise data held
in or constructed by computers.

1.3.1 The I ST-005 Reference M odel

IST-013/RTG-002 started its life under the RTO as "IST-
05". Under that name, it developed a Reference Model for
visualisation, called the "I ST-05 Reference Model." 1ST-013
decided to retain that name, asit had aready been used else-
where.

| ST-013 regardsthe visualisation problem aways as part
of alarger task. This larger task is the reason the user at-
tempts the visuaisation. The computer isatool in thistask.
Figure 1.1 sketches the overall viewpoint, and Figure 1.2
expands part of the "Computer" element to emphasize the

Human £ Understanding/
4 Acting
a5
Computer
( DataSpace j
Pt
TR
SomeAsp‘:\
f the World
Quter World or e wor

Figure 1.1. The computer isonly an instrument that
helps the user perform a task. The Dataspace may reflect
some aspect of the world that interests the user, but also
(not shown) it may reflect purely algorithmic processes
within the computer, as, for example, in a simulation of a
battlefield, or of a large software system.
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Figure 1.2. The aspect of the world that the human wants
to understand and influence is represented inside the
computer asa "Dataspace” access ble by computer
processes ("Engines') that present their results through
displays to the human's sensors (eyes, ears, touch...). From
these displays, the human visualises the content of the
dataspace, or rather, the aspect of the world the dataspace
represents, and is able thereby to act effectively.

place of some of the computer processesin the human'svisu-
disation. Finally, Figure 1.3 extracts the core human and
computational elements central to the visualisation process,
intheform of aReference Mode for visudisation. The most
important feature of thismodel isthat "Visualisng" issome-
thing that happens inside the human mind, in support of the
human's understanding of aworld of data. The datamay re-
side in a machine, but they ordinarily represent states and
processes in an outer world of interest to the human.

Visudisation is a human process, supported by a corre-
sponding set of processes inside the machine, which we ge-
nerically label "Engine(s)." Enginesmight includetext search
engines, network analysis engines, financial data analyses,
statistical procedures, and so forth.

As we shall see in Chapter 6, it is often convenient to
separate "Engines' into two components. True "Engines’
communicate with the data in the dataspace, sdecting, ma-
nipulating, and perhaps modifying it. The results of thework
of the Engines are communicated to Presentation systems,
whichinturn preparethedatafrom the Enginesfor presenta-
tion to the user through the physical input.output devices.
The Presentation systems aso allow the user to communi-
cate with the Engines to determine how they interact with
the dataspace. However, for the present, and for much of this
report, we consider presentation systems and true engines
together under the genera term "Engines." The machine en-
gine processes and the human visualisation processes com-
muni cate through Input and Output (1/0) Devices, whichwe
taketo include not only the physical devices, but also all the
interaction processes involved with their control and use.

2
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Visualising What
Qutput Devices || Input DEvir_u:.I
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Figure 1.3. The I ST-05 Reference Modd for visualisation,
showing the reciprocal relationship between (a) the
human's under standing and the dataspace in the computer,
and (b) the human's visualisation and the enginesin the
computer that operate on the dataspace.

The | ST-05 Reference Modd emphasizes that "Visuali-
sation" does not refer to displays on computer screens, no
matter how evocative and dramatic they may be. Screen dis-
playsareimportant to thevisualisation process, in that agood
display, by promoting auseful visualisation of the databeing
understood, providesanatural link between the human'sun-
derstanding and those data. Engines and /O devices are es-
sential aspects of the visualisation support, and indeed are
theonly parts of the Reference Model subject to engineering
design and modification. To design useful engines and de-
vices, however, it is necessary that the designer understand
the human process of visualisation.

Why does the human visudise asituation? According to
the reference modd, it is to help the person to understand
something about a Dataspace. The Dataspace may reflect a
changing world on which the person must act, or it may be
derived entirely from the internal operations of the compu-
ter. For example, a Battle Commander visualisesthe state of
the battlefield based on data derived from myriads of indi-
vidual messages, but he acts, not on the data, but on the
friendly and enemy troops in the field; whereas a software
programmer visualises the state of the interactions among
software €l ements entirely within the computer, and actson
the program in the computer to eliminate a bug.

Human understanding of the Dataspace is the "Why" of
visualisation. "What" the human visudisesis, of course, some
representation of the datain the Dataspace. But the human's
only accessto the datais by controlling the engines that se-



lect and manipulate the data before passing the resultsto the
display devices. The engines therefore represent the "How"
of visualisation.

Visualisation is a means to an end, not an end in itself.
Good engines and good 1/0 mechanisms are means toward
good visualisation, but they are not themselvesvisualisations
of the state of the data. Nor are the resulting pictures on the
computer screen.

A few examples of the use of acomputer to aid human
visualisation may be useful to set the stage for the rest of
this document.

1.4 Some examples of displaysto aid
visualisation
1.4.1 Military Air Traffic

Figure 1.4 shows a hypothetical scenario produced by
FGAN-FFM (Germany) displaying an air situation, includ-
ing the locations of aircraft, radar emitters, and other rel-
evant aspects of the situation. Such a display would aid a
controller to consider appropriate actions.

1.4.2 Stock Mar ket action

Inalarge stock market, there are millions of tradesevery
hour, with varying pricesand volumes of trading in hundreds
of different stocks. Traders need to visualise "what is hap-
pening" so as to take advantage of trends before their com-
petitors do, with the knowledge that each trade affects the
trends on which the trades are based. Visible Decisions
(Canada) havedeveloped avariety of displaysthat assist trad-
ersto do this (Wright, 1997), and displays based on similar
principleshave been used for electronic warfareanalysissys-
tems (Dupuis & Wright, 1997). A static exampleisshownin
Figure 1.5.

Scenarios “Airway “

Figure 1.5 A gtatic image of an interactive 3-D display of
action on the New York stock exchange, showing trendsin
individual stocks and stock groups, aswell a summaries of
action on other stock exchanges. The blue patch contains
information about a particular stock called up by the user
having "brushed" the depiction of that stock in the 3-D
display. Image courtesy of W. Wright, Visible DecisionsInc.,
Toronto, Canada.

1.4.3 Software and network analysis

The heart of a communications network is its switching
software and hardware. Using the object-oriented approach
to software development, the devel oper needs to know how
the many objects comunicate, and what are the inheritance
relations among them. When there are tens, or even perhaps
hundreds, of objects in a software structure, the developer
can visualise them and their relationships from memory, but

when there are thousands or tens of thousands,
thisisnot possible. Visualisation must depend
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Figure 1.4. A mockup of a computer screen showing aspects of a military
air situation (Figure provided by A. Kaster, FGAN-FFM, Wachtberg-

Werthoven, Germany).

on appropriate methods of analyzing (usingthe
"Engines’ of the Reference Model) and of dis-
playing (using both the User Input Devicesand
the Output Presentation Devicesof the Model)
the software structure.

Clearly, one possibility isto display astext
all themillions of lines of code that have been
programmed, but the sheer mass of data ob-
scures the possibly crucid point that objects
bel onging to oneinheritance classor family in-
terchange messages with objects belonging to
another. (In object-oriented programming, each
object isamember of a class that defines the
properties and attributes of its members. One
class can inherit properties and attributesfrom
aparent class, modify or extend them, and pass
itsown propertiesand attributesto child classes.
Theserelaionshipsareknown as"inheritance"
relationships).

A display of the density of message pass-



Figure 1.6a. A graph representing almost 6 million lines of code. The graph contains approximately 33 thousand nodes
and 34 thousand relations. Figure 1.6b. (right) A segment of code structured according to class inheritance. Images
from the University of New Brunswick 3-D interface project, with permission from C. Ware, University of New
Brunswick, Canada. Both displays allow the user to "dive into" the nodes to see greater detail, or to "step back" for an
overview. Navigational controls are shown around the edges of the displays.

ing and of the inheritance relationships among groups of
objects, showing the strengths of interactions as the thick-
ness of connecting lines, might be useful in principle, but
with thousands of objects, it would look like atangled fish-
net. In three dimensions, the tangle would be less, but nearer
objectsandlinking " pipes" would obscure moredistant ones.
However, a 3-D display that alowed the user to choose a
location, direction, and detail depth of view (a"virtual real-
ity" display) would permit the anayst-devel oper to follow
interesting relationshipseven in structures of many thousands
of objects(Ware, 1996). Figure 1.6aand 1.6b show two such
displays. Thelinesand curves around the edges of thesefig-
ures are navigationa tools that alow the user to rotate and
shift viewpoint in the space. Navigationisdiscussed in Chap-
ter 7 of thereport.

In asimilar vein, computer networks as awhole can be
analysed and propertiesdisplayed visualy. Figure 1.7 shows
someinterrelations among afew of the computersin amod-

Figure 1.7. A display of some aspects of the vulnerabil-
ities to intrusion of some computersin a large network,
and their relationships (from Department of National
Defence, Canada).

erately large network. The coloursillustrate properties such
astheir rdlative vulnerabilities to intrusion. Thisis part of a
project that will assist system administratorsto protect their
networks, and also to detect and address intrusion attempts
asthey occur.

1.4.4 Passive Sonar

A passive sonar system collects soundsfrom the sea, some
from human sources, most from natural sourcessuch aswaves
or living things. A military user probably is more interested
in the human sources, most of the natural ones being mere
nuisances. Classical passive sonar systems rely on the fact
that many of the acoustic sourcesin submarineshave afixed
frequency, and analyze the sound into many narrow spectral
bandsfor display asvariationsin brightnessin atwo-dimen-
siond time-frequency space (Figure 1.88). Each such dis-
play representsanarrow range of directionsfrom the sensor,
s0 there can be many such 2-D displays (Figure 1.8b).

The sheer number of displays creates a problem for the
human operator. Any onetype of submarine hasatypical set
of frequencies that it emits, so the detection and identifica-
tion of a submarine depends not only on the ability of the
human to detect very faint lines in a sea of noise on one of
many displays, but aso on the operator's ability to distin-
guish sets of lines that indicate targets of interest from lines
associated with harmless sources. Adding to this problem,
more modern submarines are quieter, suppressing to alarge
degree these fixed-frequency emissions.

Submarines emit not only steady tones, but transients—
for example when a door is closed or atoilet flushed. The
physical resonances of the vessel might, in principle, be ex-
cited by such transients and be used to identify the subma-
rine type. But the narrow-band processing suppresses such
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Figure 1.8a (left). A simulation of a display of passive sonar data. These four strips contain data from one direction in
the sea, showing the energy in different frequency bands (on the x-axis) as differencesin pixel brightness, as a function
of time (y-axis). In this direction, the simulated sea containes several possible "targets," each of which is represented by
four lines at prespecified frequencies. Figure 1.8b (right). Data from 22 different directions in the simulated sea,
showing for each direction the same kind of data shown in Figure 1.8a for one direction, with the frequency (x) scale
much reduced. The interesting "target" may appear as four lines at prespecified frequenciesin any one direction. The
vertical line at a frequency of 900 isa cursor that assists the operator to estimate the precise frequency of a particular
line, so that the line may be checked against a database of frequencies anticipated for all possible targets. (Images
provided by S. McFadden, Defence and Civil Institute of Environmental Medicine, Toronto, Canada).

trandents, even if they areloud. The dataexist in the returns
from the sensor system, but arelost in the preliminary analy-
sisthat leadsto the displays.

To detect such transients, sonar operators may listen di-
rectly to the sensor signals. The sonar display becomes
multimodal—visual and acoustic—but it is not easy for the
human to associate the abstract display of faint lines on one
of many 2-D displayswith atransient auditory event.

The visuaisation problem for passive sonar is not sim-
ply one of seeing the relationships within amassive dataset,
but of determining whether there exists a target of interest
anywherewithin the dataset, and of following that target once
it has been found. The sonar operator isconfronted with aset
of data that is at least four-dimensional: frequency, band-
width, direction, and time. Most of thetimeit will contain no
target of interest, and when atarget does exist it islikely to
be hard to detect even when its location is known. The
dataspace is considerably larger than the user can visuaise
a onetime, and the visualisation of thetarget isbased onthe
relationship among lines and transients, rather than on their
simple existence. The operator hasto be able to see whether
anything in the whole scene has the pattern of relationships
signalling atarget, which means that it must be possible for
the operator not only to have an overview, asin Figure 1.8,
but also to be able to focus on directions and frequencies of
interest, and to coordinate possible detections with the data
in alarge database of frequency relationships that may sig-
nal important targets.

1.4.5 Volumetric data

In many situationsthe user wantsto know how thevalue
of some attribute is distributed within a volume. For exam-

ple, the dispersion of toxic materid after afireor adeliberate
gas attack is much more readily visualised as adirect repre-
sentation of an "iso-surface”" (a surface of constant value of
some property such as dengity) in three dimensions than as,
say a 2-D map or atabulation. Figure 1.9 illustrates such a
volumetric iso-surface, in this case of a chemical process.
The volumetric display has been placed within a display of
the bottom topography of abody of water, smulating what
might be aschool of fish. The user would be able to change
the viewpoint, and in an effective display would be able to

Figure 1.9. An iso-surface representing a simulation of
what could be particular density of a school of fish
shown within a sonar map of the bottom of the body of
water in which the fish would be svimming. The image
original isat URL <http://mww.omg.unb.ca/ivs/products/
images/fish.m.,jpeg>, and is used by permission of C.
Ware, University of New Brunswick.
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change the value of the density for which the iso-surfaceis
shown. Colours on the iso-surface can show the rate of vari-
aion of the property across the iso-surface, or might show
some other property of the datain the dataspace at the loca
tion of the iso-surface.

The last three examples demonstrate that for effective
visualisation, it is not always enough for the computer to
display to the user the answer to some query. It may aso be
important for the human to be able to influence not only the
question asked, but a so the view onto the answer displayed.
Theissue hasits pardlél in everyday life, when one moves
one's viewpoint to see past aloca obstruction to the view
beyond—or even when one opens adesk drawer to seewhat
isindgde. Viewpoint control is often important for effective
visualisation.

1.5 Thestructureof thisreport

The report contains three main Parts. Part | indicatesis-
suesthat must beaddressed, Part 11 indicates some approaches
to solutions, and Part |11 proposes some requirementsfor fur-
ther research and devel opment.

1.5.1 I'ssues

Part | of this report (Chapters 1 to 4) deals with some
issues that arise in considering visuaisation. IST-013/TG-
002 construed theseissues asfalling under three heads: those
concerned with human needs, capabilities, and limitations
(generally called "Human Factors | ssues'—the upper part of
the reference model), those concerned with the data, the en-

gines, and displays themselves, (generally called "Techno-
logicd Issues'—the lower part of the reference model), and
those concerned with the applications for which visudisa-
tion problemsand opportunitiesarise ("Application | ssues'—
thereasonswhy the user needsto visualise something). Each
of these areasis covered by a chapter of the report.

1.5.2 Approachesto solutions

Part Il (Chapters 5 to 7) addresses approaches to solu-
tions to some of the problems of visudisation raised in Part
|. The approaches to visualisation problems that we address
arefound in the hardware and software of the computer side
of the Reference Model. The human cannot be changed, ex-
cept by training. We do not address human learning in this
report, but concentrate on how best to accommodate thein-
herent capabilitiesand requirementsof humans, sothat trained
humanswill be able to perform the tasks demanded of them.

Thethreechaptersof Part |1 deal withinterfaceandinter-
action techniques and principles, with the devices used to
present mainly 3-D displays, and with presentation and navi-
gational techniques useful for different kinds of application.

1.5.3 Evaluation and Recommendations

Part 111 (Chapters 8 to 10) is concerned with evaluating
systems and with the conclusions and recommendations de-
rived from the work described in the report. The final chap-
ter of Part 111 offers some guidelines for where research is
needed and offers the promise of improving the utility of
visualisation techniquesin real military tasks.



Chapter 2: Human Factors|ssues

2.1 Introduction

Visudisation is not something computers do. Visuaisa-
tionis something we humansdo all thetimein our everyday
lives, perceiving imminent Dangers or available Opportuni-
tiesimplicitin our environment. The new problemwefaceis
the need to visuadise and to act upon an environment con-
structed within the computer. Whereas once we needed to
visualise only such things as predators that might eat us, or
thingswe might eat, now we must visualisefinancia trends,
battlefield logistics, computer network traffic flows, inter-
stellar shock waves, social developments, the tasks of a pi-
lot, messages passed among objects in software structures,
and so forth. But the reasons why humans need to visudise
thisextended environment wecall “thedataspace” isthesame
asit hasbeen for millions of years: to act upon DangersAnd
Opportunities, the DAO of life, now asaways.

Visuaisation is partly imagination. We see adeveloping
situation and visualise how it will turn out if we act in such
and such away, or if wedo not act at al. A stock trader does
thisin trying to profit from rising and falling prices, just asa
hunter does in when trying to anticipate the movements of
the prey, a battlefield commander in trying to judge the &f-
fects of different actions on the enemy, adiplomat in trying
to bring acrisisto afavourable resolution, or a software de-
veloper in trying to fix abug in the program.

But visualisation ismore than imagination; it isimagina-
tion based on data, datathat builds context, that setsthe stage,
and that informs the visudiser asto what is actually occur-
ring. And much of the datawith which we are confronted in
our technologica universeisvery different from thekinds of
datathat informed the visualisation of our ancestors. Not only
isit different in kind, but much more of it might be directly
relevant to our welfare. A person in Surinam never was con-
cerned that they might be eaten by a tiger in India, but a
financier in Surinam connected to a global network might
easily befiguratively eaten by afinancia tiger in Indiaor in
Alaska

2.1.1 The dataflood

The problem is often said to be that there is too much
data. Metaphorssuch as"drinking from afire-hose" are used.
We are said to be drowning in data.

It istrue that in our use of computers we are often con-
fronted with more potentially useful data than we can han-
dle. But that problem has faced dl our ancestors. Humans
have evolved over millions of yearsto survivein aworld in
which the perceptual context changes dowly, but dangers
and opportunities evolve fast. To survive in such aworld, a
person must be able to perceive arapidly changing situation
initsappropriate context, and to act so asto avoid thedanger
or to take advantage of the opportunity.

Inthefew milleniaof civilization or thetwo generations
of computational technology, nothing has changed thisbasic
fact about humans.

What is new is that we now get data from sensors our
ancestors never imagined, data worked over by incredibly
rapidlogicd anaysis, datatransformed in entirely novel ways
to make new data which can be further analyzed and trans-
formed. Wehave no referent for how toimaginetherelation-
ship between the same-polarized and cross-polarized returns
from aradar signal, or for how to imagine the interplay of
millionsof signal packets per second in anetwork that spans
continents, or for how to imagine the time-varying correla
tions among the prices of different stocks. And yet we need
to perceive the DAO in data of al these kinds. How we can
arrangefor the computer to show usthesethingsin waysthat
our evolved brains can seeintuitively isthefundamental prob-
lem of visualisation. It is a problem as yet far from a solu-
tion.

2.1.2 Visualisation isa human problem

To repeat the mantra, all computer-based visuaisationis
done by humans, not by the computer. The computer'sjobis
to aid the human to visualise in away that is useful to the
task at hand. Accordingly, the central issues of visualisation
are human factorsissues.

There are human factors issues concerned with actually
using the computer. How should the raw datain the compu-
ter be processed by the engines and presented by the presen-
tation systems and display devices so that the human can
visualise and thereby understand the situation that may de-
mand action? How can the human control the engines and
displays to accommodate the ever changing requirements
imposed by attemptsto understand situationsthat may them-
selves be changing?

There are larger human factors issues, relating to the ef-
fects of computerised visualisation on the user and the or-
ganization of which the user is a part. Are computerized
visualisations likely to affect the roles of humansin, say, a
command post? What personnel selection and training re-
quirements might be implied by different visualisation
schemes?What effects might computerised visuaisation have
on system security, if the visualisation systems are relied on
too heavily? What implications might there be for the health
of the users? How do particular visualisation schemes per-
form for auser under stress?

In this report, we do not consider the larger issues, but
limit ourselves to the human factors issues that arise when
people try to use computerized visualisation systems. Even
when considering only the problems of a user interacting
with a computerised system, there are enough issues to fill
many books. Thisreport can do no morethan illustrate some
of the more important questions.
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2.1.3 Expanding the | ST-005 Reference M odel

Figure2.1 showsthel ST-05 Reference M odd from Chap-
ter 1, now with the interface between Human and Computer
expanded to show the computer's devices separately from
the human's sensors and muscles. Theintention isto empha-
size the obvious—that all communication from the compu-
ter to the human passesthrough the human's senses, and com-
munication from the human to the computer passes through
the human muscul ature (although somedemonstrationshave
shown the possibility of direct neural control of simple com-
puter functions).

In the world in which our ancestors evolved to become
us, the ideal survivor would observe every element of its
surroundingsin exquisite detail at al times, would have the
processing power to determine the action most appropriate
to turn the dangers and opportunities to its own advantage,
and would have manipulative organs powerful enough to
perform the actions required. We, like al other biological
organisms, are far from that ideal. Our ability to affect the
worldislimited largely to what we can do with musclesthat
power four jointed limbs and a somewhat mobile head. We
have arather powerful ability to perceive patternsin the en-
vironment and rapidly to see them in context (as compared
to the abilities of our most powerful computers), but a very
poor ahility to analyze what we perceive and to decide logi-
caly onaction (again ascompared to our most powerful com-
puters). We can keep amental pi cture of many aspectsof our
current context, but our memoriesfade and can be corrupted,
and even an accurate memory may no longer reflect the cur-
rent situation.

“ Understanding/ ] Why
e Acting
Human
Visualising]  What
| Sense Organs | Muscles |
I(Ju'tput Devices Ilinpul DE'.lices.I
Engines: How
Computer DataSpace

L LT

Figure 2.1 The I ST-05 Reference Model, with the human
computer interface expanded to show the human sense
organs and muscles as essential components of the
interface.

We have to keep refreshing our understanding of the
situationa context through our sensor systems, of which we
have alimited range. Some of our sensors, such asthosefor
smdll or hearing, smply take what comes to them; others,
such as our sensors for sight or haptic touch can be rede-
ployed to seek out what existsin different parts of our exter-
nal environment. Sensor deployment is an issue that we will
address further in various parts of this report.

2.1.4 Human sensory capabilities

The human sensor systems have limitations that compu-
terized display systems must accommodate. For most pur-
poses of thisdocument, the sensesin question arevision and
hearing, athough haptic senses (touch and kinaesthesia) can
be important for interaction, particularly in virtua reality
environments (See Chapter 5for asd ection of commercialy
available virtual redity devices).

All our senses are more sensitive to local spatial or tem-
pora variaion in stimuli than they are to the absolute levels
of stimulation. In vision, the existence of an edge between
two areas of different brightness is much more easily seen
than is an equivalent difference in the brightness of two ar-
eas at some distance from each other. An abrupt increase or
decrease in brightness, even if it is not sharp enough to rep-
resent an edge, ismoreeasily seenthanisan equivaent change
that occurs sowly. In engineering terminology, the visual
processing that analyses brightnessis abandpassfilter that is
relatively insensitive to low spatia frequencies. Thisis not
true for the visua processing that distinguishes blue from
yellow, which is a low-pass filter, meaning that ow and
distant variation in blue-yellow contrast is seen at least as
easily asisan edge between blue and yellow regions. Effec-
tive displays should take advantage of this kind of knowl-
edge of human visual processing.

The senseshave many other limitations. Even thoughthe
spectraof the light that enters the eye can vary in an unlim-
ited variety of ways, spectral changes affect the perceived
coloursin only three dimensions (or, for acolour-blind per-
son, two or even one dimension). Repetitive flickering
changes that happen too fast are blurred into asingle steady
perception of light. The eye sees fine detail only in a small
central areatoward whichthe eyesaredirected, and does not
seefineblue detall at al. Hearing and the haptic senseslike-
wise havetheir limits. All these limitations are fundamental,
restricting the ability of displays of any kind to provide in-
formation the human can use for visudisation.

Evenif displaysare perfectly matched to the characteris-
tics of the sensor systems, they may not be suited to human
needsat higher levels. Humansattentionislimited; a human
cannot easily comprehend the rel ati onshipsamong morethan
a few things a a time; short term memory is limited (the
"magic number seven" is often used asarough index of this
limitation, though the actual number depends on the kind of
item and on the person remembering); conceptsonceformed
arehard for counter-evidenceto didodge; metaphorsevoked



by adisplay may midead if carried too far; languageis proc-
essed differently from pictures; and so on and so on.
Wewill consider the implications of some of these limi-
tationsfor the design of displaysintended to help humansto
visualise the DAO of datasets that are far bigger and more
complex than any human can comprehend at one time.

2.2 Human Purposes: the four Modes

Humans use their sensory data in four ways: to monitor
or influence an ongoing Situation, to be aerted to Dangers
and Opportunities (DAO) that might require monitoring and
perhaps rapid action, to seek out information required for
some present purpose, and to examine the environment so as
to build a context in which future data can be understood.
Thesefour uses can be seen asdefining four kinds of percep-
tion, respectively, Controlling/Monitoring, Alerting, Search-
ing, and Exploring (Taylor, 1972). Cunningham and Taylor
(1994) present an introduction to these conceptsfrom amili-
tary viewpoint.

We will refer to the four modes frequently through the
course of thisreport. They are central to the design of effec-
tive displays.

2.2.1 Controlling/Monitoring and Alerting

Thereis alimit to how much of the world one unaided
human can influence. Thislimitisset by the small number of
joints and muscles in the human body, and by how fast and
how powerfully the muscles can move the joints accurately.
This limit provides an absolute upper bound on how many
degrees of freedom of incoming information can be useful in
monitoring changesintheenvironment. A liberal upper bound
can be estimated from the number of different jointsand fa-
cial musclesthat can be independently moved (on the order
of 100) and the rate at which they can be moved (ranging
from perhaps 5 to 0.5 Hz). We can control on the order of
300 df/sec at most, with the actual upper bound probably
being one or two orders of magnitude smaller.

All elseis confusion and noise, sometimes called "clut-
ter" when too many items that require overt monitoring are
displayed on a computer screen, or when they change too
fast or erratically. Clutter requires the person to shift atten-
tion from one item to ancther, rather than comprehending
the whole as a small number of comprehensibly interacting
unities.

The words "that require overt monitoring" are critical.
We are monitoring those things that we may be needing to
act upon to control them. We are attending to them, or trying
to. Much of what we perceive, however, does not need our
immediate attention, unless it indicates the possibility of
present Danger or Opportunity.

Most people have had the experience of not hearing the
noise of, say, afan, until a few seconds before it turns off.
Obvioudly the noise was being percelved al aong, but was
not being conscioudly perceived. The change in the sound
when the fan was being switched off alerted the hearer to
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bring the existing unconscious perception into conscious
"monitoring" perception. The dert signalled that something
significant in the environment had changed. In our evolu-
tionary history, only a change in the environment ordinarily
signalled aDanger or Opportunity, so ordinarily itisachange
in the environment that aerts us to pay attention to some-
thing of which we had not been conscious.

Thereisnointrinsic limit on how much can be perceived
unconscioudly, available to be brought into our limited con-
scious perception following a potentialy important change
in the environment. The possibility that a particular alerting
condition may occur a some future time does not imply a
need for action in the present. The number of alerting condi-
tionsthat can besimultaneoudy coveredistherefore not con-
strained by the limited degrees of freedom available for ac-
tion. The only limit on the number of possible alerting per-
ceptions is set by the degrees of freedom available to the
sensor systems, a number in the millions per second for hu-
mans.

Humans have evolved certain kinds of aerting systems.
The change of sound mentioned above illustrates one. The
flash of light caught in the corner of the eyeisanother exam-
ple. More subtly, aerting conditions can be set deliberately
for temporary purposes. We may hear the ringing of atel-
ephone over the babble of a party if we are anticipating an
important call, but otherwise the ringing telephone never
enters our conscious perception. It is hardly likely that the
sound of a telephone is something our primitive ancestors
evolved as a specia derting sound. Our ancestors used col-
our in part to distinguish edible from inedible material—ripe
fruit fromunripeor rotten fruit, for example. Colour hasthere-
fore evolved to be anatural way to display object properties.
But more than this, colour is an ancestrd DAO indicator,
and can therefore be used effectively for aerting purposes.
Even in the absence of a change in the environment, colour
differences can signal placesin a complex scene that might
repay our attention—akind of aerting.

The fact that an alerting system produces no conscious
perception until the occurence of the event for which it is
primed, that the number of themislimited only by the sensor
systemsin number and kind, and that they are programma-
ble makes them prime candidates for automation. If acom-
puter user can determine what kinds of relationships within
thedatamight signal Dangers and Opportunities, thereisno
need for the datato be shown at all; the computer can deter-
mine automatically whether aDA O condition exists (but see
later, in the discussion on "searching" and "exploring” per-
ceptions).

When a DAO condition arises, the computer display
should provide asignal mapped to ahuman alerting capabil-
ity. Such asignal might be achangein sound pattern, a spo-
ken phrase with an derting intonation, aflashing indicator, a
colour change, or any of avariety of other possihilities, in-
cluding patterns to which the user is temporarily sensitized
(likethe anticipated phonecal mentioned above). Only when
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thealerting condition has occurred doesthe problem arise of
showing the data to the user in away that assists the user to
visualise what caused the aert, and to be able to bring the
relevant datainto conscious monitoring perception.

2.2.1.1 Sensor redeployment for monitoring/controlling

To bring a DAO condition discovered by the computer
into monitoring mode perception, the human must beableto
direct attention to the relevant relationships.

To "direct attention” is analogous to changing one's di-
rection of gaze after an aerting event in the natural world.
One must control one's sensor deployment so that one can
observe the aspect of the dataspace that the aert suggests
might require monitoring. In the natural world, thisisrela
tively easy. Oneglancesin thedirection of aflicker of colour
or of asudden noise, or, internally, one listens carefully to
some aspect of the acoustic environment that had previously
been unattended. In the dataspace world of the computer, a
"sensor redeployment” might involve, for example, com-
manding an Engineto look at adifferent subset of thedatain
the sameway, applying adifferent algorithm to the currently
viewed data, or asking a Presentation system to use adiffer-
ent display mode (such as tabulating rather than graphing a
set of comparisons).

Even in the natura world, to control the sensor systems
following an dert often requires more than just glancing
around. The flicker of colour might have signalled a preda-
tor now hiding behind a tree. To see the danger, one may
have to move one's viewpoint—seeing not only data
unobservable from the origina viewpoint, but also seeing
thefocal datainadifferent background context, as suggested
in Figure 2.2. In the data world of the computer, the same
problems arise, except that the dataspace is very different

Changing viewpaoint to focus an
previously obscured region of
potential interest

Figure 2.2 From an initial viewpoint, a small part of
a potential area of significant interest—a possible
Danger or Opportunity—can be seen and causes an
alert. The whole DAO area can be brought into focus
by a change of viewpoint.

from the dataspaces we have evolved to see and hear. In the
computer, "sensor movement" is performed by changing the
algorithms that select and manipulate the data, and that dis-
play it to eye and ear.

2.2.2 Searching and Exploring

Although the concept of sensor redeployment was
introduced in connection with alerting, its main use is for
searching the dataspace for something, or for exploring the
dataspace to see what isthere.

Searching and exploring seem on the surface to be
the same. In both, the sensors are continually redeployed to
seedifferent aspects of the dataspace. Observing someone, it
is often hard to tell whether they are looking for something
or looking at something. But the intention is very different,
and the difference matterswhen it comesto representing the
data and the dataspace.

When oneis monitoring some perception, one may
lack some datum. For example, when one comes to a stop
signwhiledriving, before one proceeds, one must determine
whether another car, bicycle, or pedestrian is going to bein
theway. Onelooks. Theresult of thislook enables oneto act
appropriately—to proceed or to wait. All Search is of this
kind, doneto enableor toimprove one'scurrent actions. Once
the Search has completed, or if it has not succeeded before
the revant action is performed (or before the need for the
actionvanishes), the Searchisover. After asuccessful Search,
the action for which it was needed can be performed confi-
dently. Searching is done in rea time, when something is
needed.

Exploring is quite different. Exploring is done in
sparetimeto build acontext in which to interpret future data
and in which to perform future action. Exploring redeploys
sensors in order to examine the terrain, and in the process
may serendipitoudy discover DAO conditions that would
not have been observed without the sensor redeployment.
But the discovery of currently needed information in the
dataspaceisnot the objective of exploration, asit isof search-
ing. Exploration eases later navigation of the terrain.

The digtinction between Searching and Exploring
may be illustrated by a smple act: opening a drawer and
seeing a pencil in it. If the drawer was opened in order to
answer the question "Where is my pencil?' the person is
Searching and the search has completed. For some present
purpose, the pencil was needed.

On the other hand, if the question was "What isin
the drawer?' the person is not Searching, but is Exploring.
The person has no present purpose that requires any specific
item in the drawer, but if, later, the person needs a pencil, its
location is known and it can be picked up right away. An
outside observer might well be unable to determine whether
the person was Searching or Exploring, but to the person
concerned, thedistinctionisvery clear: Searchingisfor now,
Exploring isfor later.



2.3 Matching displaysto human sen-
sory capabilities

The next few sections of this Chapter are concerned with
the limitations of human sensory and perceptual input proc-
esses, which affect what can and cannot be shown effectively
on different kinds of display. How people perceive what is
displayed depends to a large extent on how well they can
control the display, so the interaction techniques are very
important. The techniques themselves are covered in more
detail in Chapters 5 and 7, whereas in this Chapter we con-
sider the human requirements for interaction. First we con-
sider the sensors themselves, concentrating primarily on vi-
sion.

The human sensory systems have obvious limitations. It
iS no use trying to ask a person to see a display shown in
infra-red, or to hear an acoustic signal at 100 KHz. But there
arelessobviouslimitations, aswell. The colour vision of the
eye provides an easily illustrated example. A person with
normal colour vision has three kinds of cone receptor in the
retina, commonly but miseadingly knownas"red," "green,"
and"blue." Most of themare""red" or "green" with only about
1% being blue, none of the latter being in the central one
degree of the visud fidd (the fovea).

Thisimmediately meansthat it is pointlessto try to dis-
play fine detail that depends only on the relative excitation
of the blue receptors. However, colour changes usudly in-
volve changesin theexcitations of al threekinds of cone, so
it is often the case that making something more blue aso
means making it less red and green and reducing its bright-
ness. These changes do allow detailsto be perceived.

The signals from the sensors (the cones) arenot what is
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Flgure 2. 3 A multlspectral satdllitei image of an area of the Canadlan Arcticin summer (a) as normally dlsplayed in
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transmitted to the brain. Instead, to a crude first approxima-
tion, the three degrees of freedom represented by the three
kinds of cone are transformed into three different degrees of
freedom: ahigh spatial bandwidth channel for overall bright-
ness (in effect, R+G), amedium bandwidth channel for red-
green contrast (in effect, R/G), and alow bandwidth channel
for blue-yelow contrast (in effect (R+G)/B). As mentioned
above, the brightness channel, though wide-band, is effec-
tively abandpassfilter insensitiveto s ow or distant changes
in brightnessas compared tolocal and rapid changes, whereas
the blue-yellow low-bandwidth channd is a low-pass filter
that does permit relatively accurate perception of sow or
distant changes in blue-yellowness. Brightness variation is
good for fine detail, such as text display; blue-yellow con-
trast is not.

Tomaximizetheinformation that the eye can extract from
apicture, fine structural detail should be represented by vari-
aions in brightness, not colour contrast. In other words, if
theinformative variationsin the sensor outputs from ascene
are multidimensional, the dimension that carries most infor-
mation should be mapped onto brightness variation in the
display. The remaining independently varying information
should be mapped onto colour, first onto red-green contrast,
because of the high density of red and green cones, and only
what remains onto blue-yellow contrast, which cannot be
used for fine detail.

Figure 2.3 showsthe difference between two imagesthat
have the same information content as measured physically,
but in which the spectral variations are mapped differently
onto the displayed colours. In Figure 2.3a, the three primary
colours are based on the outputs of three sensors, one each
for red, green, and blue, whereas in Figure 2.3b the varia-

"false colour,” using one sensor channel asred, one as green, and one as blue, (b) by displaying the first three principal
components of the spectral variation as, respectively, brightness, red-green contrast, and blue-yellow contrast. Several
terrain differencesthat are invisiblein Figure 2.3a are evident in Figure 2.3b, even though both images display
essentially the same data. (Images produced in 1976 by M.M. Taylor, then at DCIEM, Toronto)
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tions among the sensors have been analyzed using Principal
ComponentsAnalysis (PCA) to produce three channel s that
have then been displayed as brightness, red-green contrast,
and blue-yellow contrast respectively.

When comparing what the normal human eye sees in
Figure 2.3awith what it seesin Figure 2.3b, severa differ-
ences are apparent. In Figure 2.3a. the central strip running
from upper right to lower left looks much like the areas in
the upper left and lower right. In Figure 2.3b, these areas are
quite different. The central strip is a distinctly bluer green
than are either of the corners. Andin the deep red diagonal to
the left of that centre strip in Figure 2.3a, some of the red
remains red in Figure 2.3b, whereas other parts of it are a
very different greyish green. Comparetheline angling to the
upper left in the upper left corner. In Figure 2.3ait is the
same colour asthe diagonal central red strip, whereasin Fig-
ure 2.3bit isdark green, contrasting strongly with the bright
red of the central strip.

The data sdection for these two displays is essentialy
the same (a fourth data channd is used in creating Figure
2.3b, but its data values are almost the same as those of one
of the three channels used in Figure 2.38). To an andytic
agorithm in a computer, the two displays would be equally
informative. What differs is smply that in the Figure 2.3b
display, the data are represented using channels that very
crudely match those into which the human visuad system
decomposes the red-green-blue variations of any display. It
is quite possible that the display of Figure 2.3a might even
be moreinformative to acomputer than would that of Figure
2.3b, sincethe datavalues of thelatter are derived with some
lossfrom those of the former. It isonly to the human eyethat
the display of Figure 2.3b ismoreinformative.

2.3.1 Textonsand Icon Maps

When one is looking at an everyday scene, certain ob-
jects or movements stand out at a glance, while others have
to be sought out or noticed from a deliberate examination of
the scene. A red spot on a blue tablecloth cannot be missed,
nor can aflashing light or a sudden movement in an other-
wise stationary scene. A round window stands out in awall
full of rectangular windows. The visua appearance of ob-
jectsis composed of many attributes, such asthe colour, the
shape, the surface textures, and so on. If an object stands out
a aglance fromits background, one or more of its attributes
has what is sometimes called a "texton difference” from the
related attributes of the background (Julesz 1981).

A texton is not easy to define precisdly. It is an attribute
of aform that can take on different values, such that when
the value of the attribute of the single form differs enough
from the value of that attribute in the background forms, the
form stands out without any need for the viewer to deliber-
ately examine the scene. A red dot stands out in a field of
green dots, so colour has some qualities of atexton. A square
stands out in afield of similar sized circles. A doping line
stands out in afield of vertical lines. An L-shape stands out

inafield of I-shapes, but not in afield of T-shapes; it isthe
right-angle bend that is the texton, not the L-shape as such,
as Figure 2.4 shows. Julesz actually used the concept of
"texton" asif it were an atomic element of texture. Regions
composed of formsthat havetexton differencesbetweenthem
have obvious boundaries. In Figure 2.4, only the lower-right
quadrant is composed of formsthat have atexton difference
withitsneighbours. Theother three quadrants show no visual
boundaries between them, because although the forms that
compose them are different, those differences are not texton
differences.

Here is alist of some distinctions that might be called
textons since they have proved to alow objectsto stand out
or to form regions with visible boundaries betwen them
(adapted from http://www.cs.berke ey.edu/~heal ey/PP/):

line (blob) orientation

length

width

size

curvature

terminators

intersection

closure

colour (hue)

intensity

flicker

direction of motion

binocular lustre

stereoscopic depth

3-D depth cues

Some researchers call this " popping-out” of one eement
among a host of others or the obvious appearance of a tex-
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Figure 2.4. Illustrating some textons. There are four
distinct quadrants, but only the lower right one stands
out at a glance from the others, because the vertical
upside-down T and the L share the same texton
attributes, whereas the slope and the stem-to-base angle
of the elements of the lower right quadrant give that
quadrant two texton differences from the other
quadrants. Within each quadrant thereis a deviant
element. In the two right-hand quadrants, the deviant
element stands out at a glance, but it must be diligently
sought in the left two quadrants.


http://www.cs.berkeley.edu/%7Ehealey/PP/

ture boundary "presttentive vision," but since this term con-
notes aparticular concept of "attention,” wewill not useitin
thefollowing. "Non-attentive" would be less presumptuous,
and would tie in with the value of texton-like differencesin
the"aerting" process discussed in section 2.2 above. Texton
differences can be used in displaysto indicate € ements that
the user might find value in examining. Here, however, we
regard them as Julesz did, as components of a texture that
may vary over aspace.

The patternsin Figure 2.4 could be construed as a map,
inwhich each symbol representsthe values of aset of quali-
ties of adata eement identified by its location in the space.
Such amap issometimes called an"'lcon Map," the symbols
being icons representing the data. Anicon map consists of a
densefield of symbolswhose characteristics depend on val -
ues of data elements identified by their location (See Chap-
ter 3 for a discussion of "located" and "labelled" types of
data). There may bethousands, or even millions, of dataele-
ments in asingle map, each varying in severd attributes. In
Figure 2.4, for example, the angle between stem and base of
the"T" shapemight represent therainfall at that |ocation, the
dant of the base thewind, the L and T the nature of the veg-
etation, and the O might represent a point with no vegetation
where wind and rain measuremens are irrelevant or unob-
tainable, perhaps a house.

Icons in an icon map need not fall into distinct catego-
ries, such as "T" or "O". They can represent continuously
variable quantities, as the two-attribute icon map of Figure
2.5 illustrates. In this figure, one of the attributes is repre-
sented by colour. Colour can vary continuoudly in three di-
mensions, but it can also be used symbolically, asit seemsto
beinthisfigure. The pink, green, and brown areas may per-
hapsindicate differences of ownership, for example. In eve-
ryday life before the advent of artificia colouring materials,
the colours of things often indicated their usefulnessfor, say,
food or building material. Colour indicated categorical at-
tributes of things—poisonous or safe, ripe or "green”, rotten
and wesk or fresh and strong. We now often use colour inan
anal ogous way, to represent categorical qualities: red means
stop, green means go. Soinan lcon Map, colour can be used
symbolically, to represent categorica variablesaswell asto
represent continuously varying attributes.

Texton differences are important, even for continuously
varying attribute values. In Figure 2.5, above, the variations
lead to texton differences at extreme va ues of the attributes.
Thereare around 500 independent strokesin thefigure, each
representing the val ues of two attributes at asingle location.
The trends and boundaries of the attribute values over the
data space are easily seen, because the attributes are coded
using variations that have the quality of textons.

Thetrendsand boundarieswould not be easy to perceive
a aglanceif thetwo attributeswereto be coded asin Figure
2.6, using variations that do not have the quality of textons.
Figure 2.6 illustrates an Icon Map in which the icons vary
continuously in two dimensions, but in which the variation

15

f ppAl |'-|L

\

Figure 2.5 Atrivial
Icon Map in which
thereisa data -
attribute, shown as ’
variation in colour, that varies discontinuously over
three regions—perhaps the regions have different
owners—and another attribute that varies continuously.

Arthirbume

issuchthat even extreme val ues of the attributesdo not cause
texton-quality differencesin theicons. The user would have
to examine each data element carefully to determine how it
differed from its neighbour, and to evaluate the important
information about the dataspace would be almost as time-
consuming as reading the values off a table, perhaps more
0.

2.4What do we visualise?

What we can visuaise may seem unbounded, but in fact
itiswell constrained. We can see patternsin space and time,
and we can seerelationships. But what are patterns? Patterns
are sets of easily recognized relationships among elemen-
tary items. All visualisation depends on recognizing patterns
in data, which meansthat visualisation depends on the exist-
ence of recognizable relationships among the data elements
inthe display.

Severa kinds of relationship are easy to identify at a
glance, in the same way that texton differences make shapes
easy to distinguish at aglance. Repetition of similar entities
isone. If there are many elements, the pattern seen asacon-
sequence of repetition is often aline or curve, but the repeti-

Figure 2.6 A bad icon

map. The values of two H\‘Y \:'U; h \‘ \\
continuously varying \\ \\
attributes are indicated by \‘
the height at which the
"crosshar” cutsthe "stem" and by the proportlon of the
crossbar that liesto the right of the stem. The attributes
do vary more or less linearly fromleft to right of the
field, and from top to bottom, but that is not easy to see

at a glance, because variation of these kinds do not have
the gaulities of textons.
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tionisseen evenif therepeated d ementsdo not formasmooth
curve. Other easily seen rel ationshipsinclude symmetry and
the deviance of one element from a background of similar
others (asillustrated in Figure 2.4, and in severa figures be-
low). An important relationship that can be used in dynamic
displays is common motion (sometimes called "common
fate"); if severa elements move similarly, they are likely to
be seen as belonging to a pattern.

Apart from the relationships that are almost universally
seen, most people have learned many patterns that are indi-
vidual to each person. The shapes of the letters of the a pha-
bet are patterns well learned by literate people who use an
alphabetic writing system, but different peoples use letters
and symbols of different shapes. A musician may instantly
recognizethe patterns of sound that identify music ashaving
been written by Beethoven, rather than by Gershwin. An or-
nithologist does not analyze the sound pattern that lets him
visualise a crow in that tree and an oriolein this. The birds
and their relationships are immediately visualised on hear-
ing the patterns of their sounds. Skilled performers of any
task have learned the patterns that are important to the per-
formance. Learning patternsis an aspect of learning to visu-
aize from acomputer display, so it isimportant to consider
what makes a pattern learnable.

Even learned patterns cannot be arbitrary. One cannot
colour arandom pattern of dots on a screen and declare that
to be a pattern that matters. Readily learned patterns are
formed from simple elements such as repetition, continuity
(thelimiting case of repetition), symmetry, steady variation,
"common fate" and so forth. Once learned, a pattern may be
easily seen asaunit, eveninacomplex display environment.
But a"pattern” imposed by adisplay designer that to the user
is neither eementary nor learned is no pattern at al. Such a
"pattern” will not help the user to visualise the implications
of the data

For millenia, people have used some conventionalized
patternsto refer to aspects of their environment. Wecall such
patterns "symbols." Symbols exist mainly to help people to
visualise something of their environment. That visualisation
isthe "meaning" of the symbol. To approach the question of
devel oping complex displaysthat help peopleto visudise, it
is useful to consider how one particular set of symbals is
constructed. It isthe set of symbolsthat you are now using to
visualise the problem of visualisation—the alphabet. The
symbolsof thed phabet have evolved under severe congtraints
over several thousand years. Their construction reflects not
only the congtraints of the tools used to form them, whether
it be chisdl, pen, or CRT, but aso it reflects the requirement
that the symbols be recognizable at a glance, and recogniz-
ably different.

The same considerations apply to Chinese characters,
which have evolved over asimilar long period of time, un-
der smilar congtraints. In the case of Chinese characters, the
question of visudisation of themeaning of the patternismore
salient than the issue of the writing tools, because the indi-

vidual character represents some element of meaning in it-
self, whereas with alphabetic characters it is the pattern of
their sequencing that represents meaning, rather than the in-
dividual letter symbols.

No matter what the display or the reason for the display,
the end product is a visualisation of something that is the
"meaning" of the display to that user. That meaning must be
represented in patterns that the user can see (or hear). Sowe
examine the congtruction of symbols.

2.4.1 Symbols and symbol recognition

Humans have used symbol sfor many thousands of years.
Symbolsarevisua shapesintended to evoke some meaning.
The elaborate pictures on the walls of Stone Age cavesin
Western Europe may have evoked the hunt. Early writing
may well have evolved from simplified pictures of the con-
tents cut into clay potsin Sumeria. Nowadays we use sym-
bols of many kinds. Lighted symbols at traffic intersections
tell us when to go and when to stop, symbols indicate that
the contents of boxes are fragile, symbols on military maps
represent thelocations of friendly and enemy forces. But the
predominant use of symbolsisinwriting.

There are two classes of symbolsin thewriting systems
of theworld. One class evokes primarily the sounds of lan-
guage, and through the sounds the meanings that are to be
communicated, whereas the other class evokes primarily the
meanings, and through the meanings the sounds. Probably,
however, no writing system belongs wholly and uniquely to
one or other class. Even though most writing in English
evokes the sounds of the words with more or less precision,
nevertheless English also uses symbols such as "$" which
conveys the meaning of a currency unit and thereby its
sound—"dollar." One can turn the form "d-o-l-I-ar" into a
sound pattern even if onehas never encountered thecurrency,
but one cannot produce the sound that corresponds to the
symbol "$," unless one knows its meaning and which lan-
guageisintended. In Chinese, theindividual characters pri-
marily suggest the meaning of the character, and but even so,
many characters include a component called a "phonetic"
which guides the reader toward the likely sound of the char-
acter.

Symbolsevoke; their valueisin how well and how accu-
rately they evoke what their user intends them to evoke.
Written symbols evoke well when they triangulate, evoking
the same concept both through direct relation between sym-
bol shape and meaning, and through the relation of symbol
to language sound, which independently evokes meaning.
But no matter how asymbol system evokesthe conceptsfor
which it isintended, its effectiveness depends on the ability
of its usersto discriminate one symbol from another, and to
recognizewhich symbol iswhich. Thered-yellow-greendis-
tinctions among traffic lights has texton quaity for a person
with normal colour vision, but not for acolour-blind person.
In some countries, the lights are also distinguished by hav-
ing textonically different shapes, andin most they aredistin-



guished by being placed consistently in avertical array.

Symbols are composed of elements that in themselves
have no meaning. Elements may be straight lines, angles,
curves, circles, dots, and thelike. The differencesthat matter
among the elements have texton qualities. A "C" isacurve,
and the open ends of the curved line aso are textons, the
curve digtinguishing it from the straight "1" an the angled
"L", the open end textons distinguishing it from the closed
"O" that lacks them.

Some of the shapes used in constructing alphabetic let-
ters are shown in Figure 2.7. Figure 2.7a shows the indi-
vidual elements, whereas Figure 2.7b shows four panels, in
each of which two different elementsare placed. All arerea
sonably easily seen at a glance, except for the "L" shape in
thepanel of sideways"T" shapes. Aswith Figure2.6, itisthe
right-angled intersection that ismost important. Thefact that
thevertica stopsat the horizontal isvisible, but not compel-
lingly so.

Theindividua textonsarenot theonly considerationwhen
determining the discriminability of shapes. Theoverall outer
shape of the symbal is & so important. We seem to recognize
shapes from the outside inward. The NATO standard army
symbolsareparticularly badin thisrespect, dl of them being
based on the interior content of a rectangle that is the same
size and of the same length-height ratio for every kind of
unit. Discriminable symbols should have distinctly different
outer shapesif they areto beuseful informing readily distin-
guished patternsthat can be interpreted at a glance among a
lot of "clutter.".

2.4.2 Patterns of symbols

Usudly, when oneisvisualising the meaning of dataina
display that usessymbols, theindividual symbolsthemselves
areof lessinterest than the patternsthey form. In abattlefield
situation display, it may from timeto time beinteresting to a
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Figure 2.7 Some elementary strokes used in forming
alphabetic symbals. (a) in isolation (the two elementswith
aright-angled interstection outlined by a dashed rectangle
are not eadly distinguished at a glance. The othersare)
(b) In a complex context, illustrating the texton nature of
the elements. Each quadrant has a background of one type
of element, with one sample of each of two of the others
readily visible against the background (except for the "L"
among the sideways " T shapes).
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commander that this symbol refersto abatallion, and that to
an artillery unit, but more commonly the commander will
want to see how the units are disposed in support of one
another, and what those dispositions might mean about the
enemy'sintent. Itisimportant, therefore, that the symbolsbe
not only interpretable, but that those that—for the command-
er's purpose—should be seen as being in common are seen
asbeing of the samekind. Thismeansthat their texton quali-
ties should be at least in part similar, and different from the
texton qualities of the other symbols.

The concept of texton similarity within apattern and dif-
ference between members of the pattern and background
entities is used to good effect in a common test for colour-
blindness. A display consisting of circular patches of various
sizesis congtructed, in which the variation in size and light-
ness is random across the display field, but the differences
along the red-green (or blue-yellow) colour axis create afa
miliar pattern. Figure 2.8ais an example of such a display.
People who are red-green colour blind will not see any par-
ticular pattern in this display, but those with normal colour
vision will seethe numerd "5." No anadysisis necessary in
order to seethe numeral; it standsout directly, eventhoughit
israther faint.

The difference between red and green hastexton quality
to those with normal colour vision, but not to colour blind
individuals. Figure 2.8b shows much the same thing as Fig
2.8a, using other texton distinctions. In Figure 2.8b the nu-
meral "5" iseasily seen becauseits dementary symbolsdif-
fer from all the othersin at least two texton types—curved/
straight and line-end/continuous. The letter "Z" aso stands
out, but lessreadily, becauseit isdistinguished from the back-
ground only in the orientation of one of the lines that com-
posethe dement. Inall other respects, the elements compos-
ingthe"Z" areidentical to the e ements composing the back-
ground (other than the background provided by the ovals
that form the"5").

Figure 2.8 Patterns created with texton differences. (a)
A standard colour blindnesstest, illustrating the use of
texton differences to create a visual pattern from a set of
disparate symbols. People with normal colour vision see
the numeral "5," whereas people who are red-green
colour-blind see a jumble of dots. (b) Two patterns
displayed using different sets of texton differences. The
"curve/straight” and "line-end/continuous” texton
differences provide the pattern of th numeral "5",
whereas the orientation difference shows the letter "Z."
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Figure 2.9 A pattern created by two symbols having little
or no texton difference. The pattern can be seen when the
display is examined, but it does not stand out at a

glance. Thereisa"V" of one kind of symbol amid a
clutter of the other kind.

Figure 2.9 shows a pattern created by two sets of sym-
bolsthat havelittle or no texton difference and the same outer
shape. These symbolsareloosely based onthe NATO stand-
ard symbols for friendly and enemy forces of different
strengths. Isit possible to see at a glance that the "friendly"
forcesform a"V" within the clutter of "enemy" forces?

2.4.3 Clutter, " Information Overload" and
3-D display

Inthedisplaysof both Figures2.8 and 2.9 there are many
individual symbols. One might say that thereismuch clutter,
and a danger of "information overload." But in Figure 2.8,
there is no overload, since the critical relations among the
elements are seen at aglancein the shape of the numera "5"
andtheletter "Z." In Figure 2.9 however, overload may bea
problem, because the user who wantsto find the pattern has
to seek it out, analyzing for each individua symbol the class
towhich it belongs.

Information overload is not normally a problem in eve-
ryday life. Wherever we go, we face avisua world that has
far more detail and variety than does any computerized dis-
play, and yet we ordinarily see what we need to see, and act
smoothly to do what we want to do in that complex world.
Why, then, isthere so much concern with "information over-
load" when the relatively smple pictures on acomputer dis-
play screen are under discussion? Perhaps Figures 2.8 and
2.9 point to part of an answer, but they arefar from showing
thewholeanswer. Information overload occurswhen the user
hasto pay attention to alarge number of individual itemsin
order to see the patternsthey generate. In Figure 2.8 the pat-
terns"5" and "Z" show up without any effort on the part of
the viewer, whereas each rectangle in Figure 2.9 must be
individually examined for the "V" to become evident. The
same would betrue if the locations of the elements were to
be listed aphanumerically—each would have to be exam-
ined individualy, rather than the group at aglance being seen
asameaningful pattern.

In everyday life, we move around in athree-dimensional

space of objects. Objects can pass in front or behind other
objects as we or they move. Objects characteristically have
edges, or lines and arcs across which colour, brightness, and
texture change rapidly, but along which the changeis dow.
Entire objects have closed perimeters. Objects with "parts’
have anglesintheir visibleedges. All of thesefactorsthat are
likely to distinguish objects from one another and from their
backgrounds are among the features that we have called
"textons." Thismakesgood sensefrom an evol utionary stand-
point. It is essentia for predator or prey to be able effort-
lesdly to distinguish objects, particularly those they may eat
or be eaten by. The Dangers and Opportunities of life are
ddinested, visually at least, by the coordination of textons.

In Figure 2.9, the "objects" pass neither in front of nor
behind one another. Instead, they mingle. Thetextonsin the
diagram do not compose themselves into objects; an angle
always belongs to a single object, but what of the crossed
lines (the other major kind of texton in the figure)? Figure
2.10 shows the same set of objects as Figure 2.9, but dis-
played so that one object appears as if in front of another,
partialy obscuring it. Even though many of thelinesin Fig-
ure 2.9 have been deleted to create Figure 2.10, and less is
seen of many of theobjects, neverthelessall of themareeasier
to see at a glance as individua objects, and the "V" of
"friendly" forcesisimmediately obvious.

An important kind of texton in Figure 2.10 that hardly
occurs in Figure 2.9 is the "T" junction. In Figure 2.9, as
most commonly in the natural world, the existence of a"T"
junction usudly signifies that part of one object is hidden
behind another. When thisisthe casein the everyday world,
one may want to see the partially obscured object. Thisone
can do only by interacting with the environment, either by
moving one's viewpoint (an instance of "sensor redeploy-
ment") or by moving the obscuring object. The existence of
"T" junction textonsin a scene therefore suggests that inter-
action may be desirable. "T" junctions clarify the scene by
alowing objects to be differentiated at a glance, and they
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Figure 2.10 The same arrangement of "forces' asin
Figure 2.8, but allowing one object to obscure parts of
othersthat it overlaps. Theindiviual objects are easily
seen as objects, and the V" shows up clearly. The only
difference between this figure and Figure 2.8 is that
some lines have been eliminated to make thisfigure.




provideinformation about therelativelocations of objectsin
the depth dimension of a 3-D space.

Closed contour textons, as for example the oval in Fig-
ure 2.4, often indicate objects seen without obscuration. They
arein front of others, and are therefore likely to be of more
immediate importance than the objects they obscure. Such
objects can be examined without interacting with the scene.
But a given visual angle can accommodate only so many
unobscured objects of a given size, whereas an indefinitely
large number can be accommodated inthe samevisud angle
if "nearer" ones can partialy obscure "further" ones. Thisis
particularly trueif theinvitation to interaction implied by the
resulting"T" textonsisaccepted. By moving one'sviewpoint
among the objects, or by moving "nearer" objectsto open up
the view of "further" ones, all can be seen eventually, no
matter how many there may be. The limit on displayed ob-
jects shifts from the availability of display space to the ca
pacity of the viewer's memory.

Wareand Frank (1996), for example, showed inthe study
from which example displayswere shownin Chapter 1 (Fig-
ure 1.6 aand b), that a 3-D (stereo) display could be used to
show 1.6 times as much as a 2-D display, and if simulated
head motion were also permitted, the display could show
three times as much.

In the real world, we can not only use stereo vision and
head movement, we can move around among the objectsin
our neighbourhood, and some of them wecan moveand fed.
We can keep track of many more objects, the number being
limited only by our memory. "Information Overload" is not
normally aproblem. And if theinterrelations among the ob-
jects mean something to us, as, for example, among the cars
in heavy traffic,we can keep in mind very many objects and
their conditions. A virtual redlity display approachesthiskind
of relationship between the user and the dataspace. The prob-
lem with any such dislay, however, is what kind of object,
withwhat qualities, should be used to represent what aspects
of the data, and where those objects should be positioned in
the space so that the meaningful relations among the data
elements are reflected in meaningful relations among the
objectsin the virtua redlity representation.

2.5 Representation and metaphor

2.5.1 Metaphor and symbol

Intheforegoing, we concentrated on thediscriminabilities
of the items displayed, and on whether the viewer will be
able to discern the existence of patterns of the display ob-
jects, or of important relations among them. If the viewer is
to be able to use the display for some purpose, more is re-
quired than just to discriminate the patterns and seetherela
tionships. The objects and their relationships must evokein
the viewer some useful concept of the datain the dataspace
that the objects represent. How can this be done?

If the useful relationshipsin the dataspace can map onto
topological and geometric properties such as neighbourhood,
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inclusion, distance and direction, they can aso be readily
mapped onto corresponding spatia relationships on a dis-
play surface or a 3-D space. Likewise, some properties of
objects or relationships can be mapped effectively onto col-
our and surface texture. Sensor deployment can then be
mapped into navigation through aspatial domain filled with
coloured and textured objects that look like objects in the
real world.

Computer algorithms do not usually map cleanly onto
our naturally evolved ways of deploying our sensors. The
virtual world of the dataspace has different "physics' from
the jungle and savannah known to our recent ancestors, be-
sides being composed of abstract entities and relationships
that lack the constraints of continuity and inertiacommon to
al the DAO of concern to our ancestors. If we, their de-
scendants, are to make sense of what our computers do, we
have to find how to map discontinuous, abstract, ephemeral
entities and relationships onto a continuous, concrete, tem-
poraly correlated field of display, and moreover, to do the
same with the deployment of our newly abstract sensor sys-
tems and algorithms.

We aretalking here about metaphor, using the properties
of an environment well-known to the user to represent those
of anunfamiliar environment inwhichweareinterested. The
"desktop" metaphor popularized by the Apple Macintosh in
themiddle 1980'sdoesthis. Inthered officeworld, filescan
be kept in folders that can be laid in different places on the
surface of adesk, and their owner can identify them not only
by their names, but aso by where on the desk they were put
down. Likewise on the computer "desktop," pictures repre-
senting "folders' can be located on the display surface, can
be named, and can "contain” data structures analogous to
"files." The metaphor breaks down, however, when ameta-
phorical folder is opened to show its various files aso laid
out spatialy on a surface. When areal folder is opened, the
filesall lieontop on oneanother. We asusersdo not find this
breakdown of the metaphor inconvenient, since we can re-
vert recursively to the desktop metaphor, now seeing the
opened file as a new desktop, which we now cdl a "win-
dow." It is a metaphoric "window" through which we see a
new metaphoric environment.

A window in adesktop isastrange concept, but one eas-
ily assimilated to our real-world understanding of windows
in walls, through which we see a world different from the
oneinsidethe office. Desktop windows allow usto redeploy
our sensors inside the computer's dataspace from an envi-
ronment using one agorithm in the service of one metaphor
toadifferent environment that requiresaquitedifferent meta-
phor. Or perhapswe just redeploy the sensorsto "see behind
the tree" and use the new window to see achart of the same
datathat we previousy saw only aslists of numbers.

Visua metaphor is one way of representing structures
and concepts—making a presentation in which some of the
relations function like those that the presentation represents.
But more abstract concepts may require symbolic or linguis-
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tic representation. A symbol does not look like or function
like the thing it represents. A "$3" mark does not look like
three dollar coins, nor does "tanks moving north aong the
Addlefield Road" look like a bunch of tanks moving north,
even to the degree that amap representation or a Virtua Re-
ality depiction like that of Figure 4.3 (Chapter 4) would do.
But the symbolic representation can be more precise and
evoke amore powerful visualization than the corresponding
metaphoric representation might do.

2.5.2 Abstract and 3-D display worlds

The space of the display must, in some manner, map the
space of the data, especidly if the display is largely meta
phoric rather than symbolic. If the dataelements are located
ina2-D or 3-D space, asthey might be, for example, if they
represented type of ground cover, or pressureand flow within
a volume of air, then the mapping is self-evident. The
dataspaceisnaturally represented asthe 2-D or 3-D space of
thedisplay, using aone-to-one mapping from thelocationin
the original dataspace to alocation in the display space.

Other dataspaces are less readily mapped into the dis-
play space. Perhaps the most abstract is the dataspace dis-
played asafree-text description of thingsand eventsinareal
or fictiona world—anove, for example. In reading anovel,
the reader turns a string of arbitrary symbolsinto arich and
complex visualisation of relationships and events concern-
ing possibly many different people and places. On seeing a
movie of the same novel, the viewer is exposed to aone-to-
one mapping of the topography and spatial movements de-
scribed, together with relevant sounds, but must infer and
visualise from those displays the abstract relationships de-
scribed in the written text. The visualisation of these rela-
tionships may even be more difficult when the spaceisdis-
played as space than when it is represented symbolicaly as
text.

Most dataspaces lie between the one-to-one mapping of
3-D spaces and the abstraction of the persondities and rela
tionships of anovel. There may be relationships among sets
of data elements. For example, in afinancial dataset, some
dataelementsmay refer to the pricesof commoditieswhereas
others refer to the prices of services. Relationships among
the data dements may imply a topology for the dataspace,
and the topology may suggest possible approachesto adis-
play mapping. For example, in Figure 2.11 (reproduced from
Figure 1.5) different stocks from the same group are repre-
sented aslying on the sameline. The display isactually 3-D,
so that the viewer can change viewpoint asif flying through
the dataspace. Useful relationships among the stocks can be
seen if the viewpoaint is changed to take advantage of the
mapping between the conceptual topology of the dataspace
and the locations of datain the 3-D display space.

InFigure 2.11, thereisasmall bluerectanglein the mid-
dle of the display space. Thisrectangle contains textua data
for one of the stocksrepresented by acoloured bar inthe 3-D
space. It is shown when the bar representing the stock is
"brushed" by theuser. Thistextual areaisanew display space

that floatsin front of the view the user has of the 3-D space.
In this specia textual display space abstract things can be
written about the stock that might be hard to represent in the
iconic manner of the mass of the data. Furthermore, some-
wherein the small blue rectangle might be an openinginto a
wholenew world of information relating to that stock. It could
openinto adiscussion of thehistory of thecompany, agraphi-
cal history of the stock prices, amap of theannual salestrends
of the company'sproduct in different areas of theworld, 3-D
displays of the ownership relationships between this com-
pany and other companies, or anything else. Thefact that the
basic 3-D spacefillsthe display world does not prevent that
world from containing doors into other worlds—something
that never happens in the natural 3-D world outside of fan-
tasy fiction!

In many dataspaces, the elements have relationships
among themselvesthat areimportant to the user. Theserela
tionships can form one or more networks. It isnatural to dis-
play anetwork as a set of nodes that are connected by lines
that represent the rel ationships among the data elementsrep-
resented at the nodes. In a 2-D space, such graphs amost
always require that one line crosses another. In a 3-D space
in which the links have infinitesimal thickness, such cross-
ings never occur. But if the links have a finite thickness, as
they will in any display representation, especidly if thick-
ness s used to represent an attribute of thelink, therewill be
afew link intersections. Almost aways, however, there will
be far fewer apparent intersectionsin a 3-D display than in
any of itsprojectionsin 2-D. Itisordinarily useful, therefore,
torepresentina3-D display spacethe dataspace of elements
that are connected in anetwork, aswasdonefor the software
structuresin Figures 1.6aand 1.6b.

Nothing in the dataspace of anetwork indicateswherein
the display space any data element should be shown. The
display designer may chooseto locate the data elements ac-

Figure 2.11 (Reproduced from Figure 1.5) Representing
an abstract dataspace in a 3-D display space using the
conceptual relations among data elementsto define a
topology for the space.
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cording to criteriainherent in the data values, rather than in
the characteristics of the dataspace itself. A typical criterion
istotry tolocate closely related datanear to each other inthe
display space. Software elements that communicate closely
could be shown closeto each other in 3-D, asmight software
objects that share inheritance relationships. Short links are
easer to follow by eye than are long onesin a complex net-
work.

2.5.3 Dataspace Fog

Evenwhenthedataspaceisinherently three-dimensional,
problems can arisewith attemptsto mapitinto a3-D display
space. Three-dimensiona display impliesthat some parts of
thedisplay arecloser to, and somefurther fromtheviewer. If
dataelementsare sparsely distributedin the space, theviewer
canmove so that closer elementsdo not obscurefurther ones.
If, however, thedatael ements are densely spaced, thereisno
way to do this. Imagine, for example, adisplay of the atmos-
pheric dispersion of toxic fumes from an accident. The con-
centration at a point must be represented as a voxel (3-D
pixel) of some colour, not asapurely transparent voxel. Even
if the viewer can see through this voxd, the next one along
the same sight line will contribute some of its own display
colour, and so on for al the voxels that intervene between
the viewer and an opaque object, making the whole space
look a hit like a coloured fog. The viewer may be able to
move easily through this fog, and look at it from different
directions, but it remainsafog. Thestructure of thedatatends
to be obscured—the viewer cannot see the trees for the for-
est! Thisisnot "information overload" butitisarelated prob-
lem, the mass of datamaking it hard to see specific dataele-
ments or important structures.

In the everyday world, we are seldom concerned with
the volumetric content of the space in which we live. Of
course, we do see such things as smoke plumes and clouds,
but we seethem becausethey areembedded in anearly trans-
parent atmosphere. For the most part we observe the sur-
faces of opaque objects. Smoke, clouds, and fog are usually
no more than obstructions to the effective viewing of tangi-
bleobjects. Wehavevery littleability to visuaisethe smoothly
changing properties of volumes of gas or fluid, whereas we
readily see the changing properties of objects with well-de-
fined surfaces.

The passive sonar displays, illustrated in Figure 1.8aand
1.8b and reproduced in Figure 2.12, show one way display
designershave chosento evadethe"fog" problem. Thebright-
ness of a pixd represents the intensity of sound received at
one frequency from one direction in the ocean, at one mo-
ment in time. Together al these data elements fill the 3-D
space of frequency X direction x time, but the user needs to
see only certain of those places, those in which the intensity
a agivenfrequency inagivendirection risesabovethenoise
for several successive time samples.

Showing a 2-D dicethrough a 3-D space viewed in a 3-
D display isaway severa different designers have chosento
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evade the fog problem. In the real world, range-gated laser
imagery providesthe same solution to the same problem. Of
coursg, the2-D dicecould beshownasa"solid" dicethrough
avolume in which the rest of the data elements are shown
with greatly enhanced transparency, thereby locating thedice
within a context without greatly obscuring or confusing the
data represented within the dice. The success of this ma-
noeuvre obviously will depend both on the comparative val-
uesof theintervening part of the displayed dataspace, and on
the depth of data through which the viewer must look.

A specia kind of 2-D dlicethrough a 3-D fog wasillus-
trated in Figure 1.9. A scalar attribute—local density in the
example—isassociated with every positioninthe 3-D space,
but none of it isdisplayed except for asurface that separates
regionsof lower than acritical density from regionsof higher
than critical density. Thisiso-density surface defines a set of
pointson which other attributes can bedisplayedin, say, col-
our asisdonein Figure 1.9, or perhaps using an icon map or
arrowsdirected normal to the surface, or using al threetech-
niques together. The completed surface looks like an object
floating within the 3-D space, even though it represents only
a complicated dice through a 3-D fog of data. In principle,
the user could interact with this kind of representation by
changing the value of density for which the surface is dis-
played, thereby being helped to develop a visudisation of
how the attributes displayed on the surface vary with both
density and location.

A 3-D representation of the dataspace seemsto be para-
doxically more useful when the dataspace itsdlf is either not
3-D (as with a network display) or is only sparsely popu-
lated. If data values are available and potentialy interesting
everywhere in the space, the viewer connot readily see
through the nearer data to the further, and may have diffi-

Figure 2.12 The simulated sonar displays of Figure 1.8.
The left set shows one sea direction at a fine frequency
scale and with a long time history, whereas the right
panel shows 22 sea directions at a coar se frequency
scale over a shorter time. Rather than displaying the
entire 3-D dataspace in one 3-D display space, the data
are shown only for 2-D dices that are shown in a hon-
overlapping way on a 2-D display surface, thereby
avoidung the problem of "data fog."
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culty in seeing important structures within the space, unless
they are ddlineated by abrupt changes in data values across
short distances within the display space.

In the preceding, a 2-D or 3-D dataspace is mapped into
a2-D or 3-D dataspace, using only the attribute of location
within the dataspace. But spaces can have attributes other
than just their geometries. They can have pseudo-physical
atributes, such asgravity. Gravity defines"up" and "down."
When interacting with data in a display space with pseudo-
gravity, a user may "place" items on "floors' or "shelves."
Dataattributes can berepresented asthe"mass' of the object
used to represent the item.

These properties of the elements displayed within the
space affect the user'sinteractions with them more than they
affect the passive display itself. For example, one could im-
agine a 3-D display of software inter-relationshipsin which
the objectsrepresenting rel ated piecesof softwarewerelinked
by invisible springs, so that when the user moved one, re-
lated ones would tend to move with it, and would cause the
user tofeel someresistanceto itsmovement. Such "invisible
springs' might also serve to arrange the software objectsin
the display space autonomously. Many similar uses of
"pseudo-physics' can beimagined.

2.6 Interference, priming, and masking

If somebody speakstoyouinasoft voiceinaquiet room,
you can easily hear what they say. But if they spesk in the
sametonesin ametal foundry, you may not even know that
they aretalking. The noise of the foundry "masks' the quiet
voice. If, in the quiet room, someone else simultaneously
talks in a quiet voice, especidly if they are talking about a
related topic, you may hear each speaker reasonably well,
but understand neither. The second voice interfereswith the
first. Similar effects occur with visua displays.

The mirror image of masking is "priming." When one
hearsor sees, say, "doctor" it iseasier in anoisy environment
to hear theword "nurse" shortly thereafter than it would have
beenif the earlier topic had been to do with transportation or
astronomy. Priming counters masking to some extent. Con-
straints on the topic facilitate understanding ambiguous ma-
terial.

Masking isusually thought of asoccurring at areatively
low sensory level. Inthe noisy environment, you cannot hear
what issaid in the quiet voice because the different sounds of
thefoundry add so much variation to the sounds of thevaice
that the brain cannot tease them apart to anayze the wave-
form of the voice sounds.

Interference is like masking, but it happens at a rather
higher perceptual level. Reading a newspaper may interfere
with hearing the news on the radio, but it does not mask the
voiceontheradio. When two voicesare speaking at the same
time, it is perfectly possible to tease the sounds of the two
voices apart, and hear what one is saying by concentrating
onit. Indeed, thewell known"cocktail party effect” describes
the ability to hear what one person is saying despite the sur-

rounding noise of many other conversations. But if theinter-
fering voiceistalking about the same things as the one you
aretrying to hear, the task of teasing the two apart becomes
more difficult. One hears both, but it is harder to keep apart
what each is saying than it is if the two are talking about
different things.

Inavisua display, thisdifference of effect between mask-
ing and interference wasfirst demonstrated by Jacobson and
co-workers (e.g. Jacobson, 1973, 1974; Jacobson and
Rhinelander, 1978; Gekoski, Jacobson, and Frazao-Brown,
1982). In dl these studies, a person was asked to identify a
("target") word (or in one study to spell a word) that had
been briefly presented on ascreen and immediately followed
by some other ("mask") pattern such as another word, frag-
ments of |etters, or the like. These studies provide acoherent
picture of the effects of different levels of interpretation of
the displayed patterns.

If the target was not aword, but afigure, different kinds
of masksmade of |etters, | etter fragments, rotated letters, and
the like al had similar effects on the ability to identify the
figure, but if the target was aword, rotated letters and letter
fragments had less effect than did upright letters arranged
randomly or as words conceptualy unrelated to the target.
Words conceptually related to the target had less masking
effect. Inadifferent study (Jacobson and Rhinelander, 1978),
the target was a word and the mask one of three possibili-
ties—an anagram of the target, letters geometrically similar
to those of the target, or randomly chosen letters. If the per-
son was asked to read the target, the Similar letters caused
less masking than did the random letters. This is the same
result as before, but apparently manifest at the perceptual
level of the letters of the word. The surprise, however, came
when the person was asked to spell the target rather than to
read it. In this case, the similar letters caused more masking
than the random letters.

Clearly theinterpretation iswrong that the mask formed
of similar letters helps the recognition of the letters of the
word. What they do isto help the recognition of the pattern
that istheword. They makeit harder to discriminatethe con-
stituents of that pattern. The set of experiments as awhole
show that different things displayed on the same screen in
sequence interact with each other in ways that depend not
only ontheir visual forms, but ontheir meaning to the viewer
a severa different levels of perception. Furthermore, anin-
teraction that ishelpful at onelevel may be damaging at an-
other.

Many studies suggest that the human has two separate
abilities, firstly to identify things as similar and to take ad-
vantage of this smilarity when it is useful, and secondly to
determine that things are different and to take advantage of
this discrimination when it is useful to do so. Logically, the
propertiesof similarity and dissimilarity may becomplemen-
tary. Psychologicaly, they are not, and this is potentially
important when designing displaysfor visualization. To sort
out the implicationsis tricky.



2.6.1 Priming and Cognitive persistence

Priming is a low-level example of what one might call
"cognitive persistence.” In its crudest form, "cognitive per-
sistence" meansthat we tend to keep thinking what we were
thinking. Usually thisis helpful, because it helps us under-
stand the unfolding world. If we are reading about topics
with abiological dant, we do not expect that the next sen-
tence will be about, say, aeronautics or palitics. We will try
tointerpret thewordsin abiological context, evenif they are
ambiguous. It takes more evidence to move us into recog-
nizing that the topic has changed than it does for us to dis-
cover what the topic wasin the first place.

When we are dealing not with topicsin atext, but with
thevisudisation of what isgoing onin adynamic world de-
picted in adisplay, this problem of cognitive persistence can
beaproblem. Theinformation availableto abattlefield com-
mander may be very subtle, much of it can be interpreted
ambiguoudly, and it is often subject to severa plausible in-
terpretations. If thecommander makesan early decision about
what is going on, cluesto an dternate interpretation may be
missed, or worse, dismissed. The commander may decide
on adisastrous course of action that would have worked had
the situation been asthe initial interpretation suggested.

On the other hand, the priming provided by early inter-
pretation can help the commander to appreciate and inte-
grate subtle relationships. Data patterns with a common in-
terpretation can reinforce one another much as Jacobson's
associated words did, while at the sametime making it more
difficult for the commander to keep track of the individual
elements that contributed to each pattern.

These considerations apply not only to battlefield com-
manders, but also to anyone using complicated displays to
make tricky interpretations of what is happening in large
datasets. Accordingly, one important issue is how to display
what the user wants to see in such away that cognitive per-
sistence can prime arapid correct understanding of new re-
lated materid, while at the same time tending to jog the user
out of persisting in incorrect interpretations.

A crudeapproachtothisproblemwas suggested but never
implemented in connection with an early project on spatial
information display for battle command (Taylor, McCann &
Tuori, 1984). An artificial agent was proposed that would
smulatea"stupid staff officer" (called Ludwig for somerea
son lost in time). Ludwig would occasionally ask a naive
question about the commander's intention or interpretation,
S0 as to prompt the commander to question the current as-
sumptions. The hope wasthat in answering the question, the
commander would rethink the situation, and perhaps become
aware of hidden unjustified assumptions.

Theidea of Ludwig was never tested, but the concept is
akinto the concept of "simulated annealing,” atechniquefor
enhancing the accuracy of neura networks. Simulated an-
nealing works by adding noise to the system so that it does
not converge too rapidly on aloca optimum, but instead is
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jogged out of shallow optima to give it a better chance of
falling into a degp optimum as the noise is slowly reduced.

The needs for interpretive speed and avoidance of fase
consistency are opposed requirements on displays for visu-
disation. Solutions to this opposition are not obvious. To
"present the data appropriately” is a platitude, and hides an
assumption that the computer system can determine the us-
er'srequirementswell enoughto divinean"appropriate”’ way
to present the data. On the other hand, to alow the user to
choose the way the datais presented is also not agood idea.
Most users know what they want to achieve, but have little
or noideahow to go about achievingit. Somewhere between
the two extremes, with the user being able to interact with
thedisplay in ways restricted by the system according to the
best human factors understanding, is probably where the
optimum approach lies.

2.7 Displays and the four modes

As we noted in Section 2.2 above, perception of a
dataspace has four usage modes: Monitoring/Controlling,
Alerting, Searching, and Exploring. These possibilities im-
ply different requirements for the display and for the user's
interactions with it.

2.7.1 Monitoring/Controlling

Monitoring and Controlling are ordinarily treated together,
because they are very closdly linked, and impose the same
requirements on the display system. A user is Controlling if
he or she is observing something in the data and acting to
influenceit towardsadesired state. A pilot may be observing
theaircraft'srelationship to aglide path, and keeping it in the
centre of the intended path by adjusting the aircraft's sink
rate and lateral position. A battlefield commander may be
observing the success of an attack and shifting the deploy-
ment of resources so that it follows the plan as closely as
possible.

If the user is observing the changesin some aspect of the
dataspace in the same way as when Contralling, but is not
acting to influence it, the mode is Monitoring. If the means
toinfluencethe dataare available, Monitoring can changeto
Contralling a a moment's notice. Indeed, an observer may
often find it difficult to tell which mode is being used, be-
cause the reason the user is not acting on the Monitored as-
pect of theworld could easily bethat it isdoing what the user
wishes, without theuser'sintervention. Whenit deviatesfrom
the desired state enough to concern the user, he or she may
act, shifting smoothly from Monitoring to Controlling and
back again when the monitored aspect of the dataspace is
within tolerable bounds. A trivial analogy might be that of a
car driver who teststhe car'stendency to track to theright or
to the left by taking his hands off the steering whedl for a
period, but instantly retakes control when the car deviates
significantly from the centre of itslane.

The requirements on a display for Monitoring/Control-
ling depend somewhat on the task at hand. There must be
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some way for the user either to identify what aspect of the
dataspace is to be monitored, or to identify what aspects of
the dataspace enter into a complex that in the user's mind
forms an aspect of the dataspace to be monitored. In either
case, the computer-based engines (see the | ST-05 Reference
Modd in Chapter 1) are responsible for ensuring that the
relevant data are available to be displayed, and the display
devices and their software are responsible for ensuring that
the relevant elements are shown with texton differences that
allow the user easily to visualise the monitored or controlled
aspect of the dataspace.

This pair of responsihilities, of the engines and of the
display systems, cannot befulfilled unlessthe computer-based
systems are informed about what it is that the user is moni-
toring or controlling. In aspecia-purpose system, thisinfor-
mation might be embodied in the system design, but in a
more general purpose system the user is ableto change what
is to be monitored or controlled. In such a system, the user
must be able to inform the computer-side processes of the
momentary changesin requirements, which impliesthat the
input devices and software must be designed to ease the us-
er'stask of specifying hisor her needs.

The issue of metaphor arises on the input side, asit does
for the output displays: if the monitored aspect of the world
can be specified metaphoricaly by using aspatid display, it
makes sense to alow the user a spatial means of input, asis
done when one uses a mouse to select a file on a conven-
tiona "desktop-metaphor" workstation. On the other hand,
if the desired information is the computed result of a com-
plex agorithm, aspatia input mechanismisof lessusethan
alinguistic one that alows the agorithm to be written as a
program or amathematical expression (of course, thereexist
spatial "direct manipulation" ways of specifying agorithms,
but these are not ways of directly mani pulating the dataspace
on which the algorithm will work).

Toput al thistogether, when some aspect of the dataspace
is being monitored, aloop must exist. The user specifiesto
the engines and the display systemswhat isto be monitored,
the engines extract that aspect and its context from the
dataspace, and the display systems present it to the user in
such away that the monitored aspect of the dataspace differs
from the background in away that the user can seeat aglance,
using texton difference where possible.

2.7.2 Alerting

Although Alerting is closely allied with Monitoring and
Controlling, Alerting imposes quite different requirements
onthedisplays. Thewhole objective of an aerting systemis
to relieve the user of the need to observe the display unless
thealerting condition is present. But when an alerting condi-
tion occurs, it isimportant that the user bemade quickly aware
of itscontext. Whereas during Monitoring/Controlling, Situ-
ation awareness relating to the monitored aspect of the
dataspaceisamost guaranteed, when an aert occursthe user
is quite likely to be unsure of the surrounding context, and

therefore of the import of the dert. There are therefore two
conflicting objectives for an derting display. According to
one, the user should maintain awareness of the context in
which an aert might occur, whereas according to the other,
the user should not be subjected to the need to observe so
long asthe aerting condition does not occur.

Since the notion of "alerting”" as an autonomous back-
ground activity allows for the possibility of thousands or
millionsof different possible alerting conditions, the conflict
between the human's limited capacity for situation aware-
nessand the number of potentia aertscould be severe, were
it not for the likelihood that the context of an alerting condi-
tion may well bethe same asthe context for the aspect being
monitored. Even if the context for an alerting condition dif-
fersfrom the context of the currently monitored aspect of the
dataspace, it is highly probable that many potentia alerting
conditions share common contexts. Since, by itsvery nature,
a"context" spans more of the dataspace than doesany single
focussed aspect, thelarger the number of potentia derts, the
greater the likelihood of context sharing.

Alerting conditions are autonomously evaluated by the
computationa engines, but when one occurs, its occurrence
must be made evident totheuser. Thedert signastotheuser
that it may be a good idea to shift from monitoring the cur-
rent aspect of the dataspace to monitoring another (not nec-
essarily the one that triggered the alert). But the user may
well not want to make this shift after evaluating the import
of thealert. Theadert signalsthat there may beaDAO condi-
tion, and often that there redly is one, but the Danger or
Opportunity with which the user is currently concerned may
well bemoreimportant. Theaerting display, therefore, must
never interfere with what the user is doing at the moment. It
must impinge on the user's attention, and the input mecha
nisms must alow the user quickly to display whatever is
needed to evauate the dert. But when the user has made a
quick evaluation and decided whether to deal with the new
DAO condition, the computer systems must re-set the au-
tonomous alert detector so that this condition is not consid-
ered, at least until the condition reappears after having van-
ished.

Alerting systems are intended to allow the user to moni-
tor or control without having to keep attending to the myriad
of possible DAO conditionsthat might exist. Each aert that
occursrequiresthe user at least momentarily to divert atten-
tion from the currently monitored aspect of the situation to
the potential DAO condition signalled by the dert. The au-
tonomous derting mechanisms cannot know whether the
conditionthat caused thealert really signdsaDAO statethat
is more important to the user than the one being monitored.
Each dert takesaway some of the user'sability to monitor, if
only briefly, and if there are too many aert events, they can
make the monitoring task very difficult. The constant shifts
of attention that the alerts demand of the user can become so
confusing asto disable the original monitoring task entirely.
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If the dertsreally do signal important DAO conditions, this
problem isinherent in the Situation—the user isfiguratively
up to the neck in aswamp full of dligators, and ought to be
warned of the approach of each one. But if too many of the
alertssigna conditionsthat the user immediately dismisses,
the user is very likely to stop checking them, thereby miss-
ing arealy important Danger or Opportunity. In human vi-
sion this is a standard effect; we instantly look at a place
where something flickered in astable background, but not at
asunlit tree full of leavesflickering in the wind.

The criteria for presenting aerting conditions therefore
include: presenting someindicator to one of thehuman'shbuilt-
in or learned aerting systems that the condition exists; al-
lowing theuser rapidly to determineboth the situational con-
text in which the aert condition arose, and the aspect of the
dataspace that may require monitoring/controlling as a con-
sequence of the aert; and allowing the user to communicate
to the engines any shift in the aspect of the dataspace being
monitored or controlled. A criterion for not presenting the
occurrence of an derting condition to the user isif the prob-
ability islow that it signalsa DA O condition moreimportant
than what is currently being monitored, especialy if there
have been asignificant number of recent aerting events. How
to fulfil these criteriaisamajor research issue, for which the
answers may well be application-dependent.

2.7.3 Searching

Searching, like aerting, is associated with monitoring/
controlling. But whereas an alert signals something that oc-
cursindependently of the user and that might inducethe user
to change what is being monitored, searching isinitiated by
the user in support of the current monitoring operation.

Monitoring (and especidly controlling) depends on the
ability of the user to maintain a current perception of the
state of the monitored aspect of the world in its context. A
financial officer may monitor the fluctuating fortunes of the
company, but if reports of financid transactions are unreli-
able, late, or unavailable, the officer cannot monitor effec-
tively. To get the missing reports, or to test the relighility of
reports, the officer may enquire from other employees asto
what has happened to them, or asto the validity of datain-
cluded in them. Thisis Search.

If the financia officer does not know that a particular
transaction has occurred, nor is the report of it part of the
usual set of contributing reports, heor shewill get amislead-
ing impression of the company'sfinances. A standard Search,
inwhich the officer asks about known or anticipated reports,
will never find the missing data—perhaps allowing the com-
pany to succumb to the depredations of an embezzler. Search
cannot work unlessthe searcher has someindication of places
in the dataspace that might be worthwhileto search. To shift
the example, if the screen of aworkstation does not show a
particular folder, the user cannot find out that the invisible
folder actually contains a dangerous file implanted by an
enemy.
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To support Search, the display must have indicators that
there are places worthy of being searched. An everyday ex-
ampleisthe support (or lack of support) provided to anaive
user by the display of symbols or words on the screen that
suggest the possibility of actions the user might want to ex-
ecute. Without those symbol s, the new user might never im-
agine that the program was even capable of an action the
user currently needs in order to complete atask, and might
shift to another program known to be capable of doing what
IS necessary.

Displays for Searching therefore need to show not only
the dataspace organized in such away asto let the user find
what is sought, but also "portal" indicatorsthat help the user
to know that there are unseen parts of the dataspace avall-
able to be searched. How to produce such displaysis are-
search question.

2.7.4 Exploring

Exploring is done not in support of acurrent monitoring
operation, but to provide the terrain within which apossible
future monitoring/controlling operation may be performed.
Both Search and Exploremodesinvolvelooking at presently
unseen partsof the dataspace. But Searchisto discover some
present state of the dataspace relevant to the present state of
amonitored variable, whereas Exploreisto discover aspects
of the dataspace that are likely to remain unchanged when
they will be needed at some unknown future time. A sonar
operator may Search the displays for signs of a submarine
that fleetingly seemed to appear and has apparently vanished,
but the operator will Explore the contours of the ocean bot-
tom to find places where submarines might hide—and hav-
ing previoudy done this exploration, might suggest to the
commander that one of these places now be Searched to see
whether the now undetectable submarineisthere.

Exploring hasin common with Searching a requirement
that the display show the user where unseen parts of the
dataspace may be found. Perhaps it includes symbols indi-
cating "morehere," such asfolder iconson adesktop or scrall
bars beside awindow on the screen. Perhapsthe display has
a background that suggests continuity beyond some frame,
asinavirtua reality systemthat allowsfor changes of view-
point. Perhaps, as in Figure 1.6a and 1.6b, there are marks
that indicate operations that can affect the view of the
dataspace. Whatever the method, if the user does not know
there is away to see something—and especialy if the user
cannot discover that there is something to see—that part of
the dataspace will remain unexplored. If an dert happens
that leads the user to monitor something in that previously
unseen part of the dataspace, the context of the monitoring
will be quite novel, and the user will find it difficult to attain
and maintain "stuation awareness.”

Situation awarenessisat the heart of thefour modes. Itis
automatic in respect of the aspect of the dataspace being
monitored. Alerting provides a kind of negative awareness,
inthat the user isaware that nothing of urgency ishappening
in an unmonitored part of the dataspace (if the autonomous
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aerting systems are working properly). Searching improves
the accuracy of the situation awareness for the currently
monitored aspect and its context, and Exploring means that
context can berapidly dredged from the user'smemory rather
than having to be sought inthe display at thetimeit isneeded.
In asense, Stuation awarenessis visualisation.

2.8 Immediacy and Immersion: the
Paradox of Screen Real-Estate

The discussion in the preceding section begins to an-
swer a basic question, or to resolve an apparent paradox:
Why do userswho do not want to be flooded by dataask for
ever bigger screens and 3-D spaces on and in which to dis-
play more data? There are two answers, both valid. Above,
wetouched on thefirst. The second may beless obvious, but
it is equally important, if not more so. These are the two
answers.

1. The more screen real estate, the more context of
different kinds can be displayed.

2. Eyes "flick" more easily than screen data can be
changed by interactive devices.

Why isthis second answer so important?
2.8.1 Sensor Deployment

Wehavelimited focal attention. We can control only one
or two threads of eventsat atime, but we can monitor afew
more. To do so we must shift our focus among the threads of
interest. When we are doing that, we do not want thefocusto
befirgt shifted to the meansof changing focus, whichislikely
to happen if thereisany technical impediment to the change.
An eyeflick requires less effort—mechanica or mental—
than any interaction with thecomputer. If theuser can change
focus appropriately among things already in thedisplay, just
by moving the direction of gaze, that gaze shift islesslikely
to involve an intermediate change of focus than is a techni-
cal interaction with the computer that would change the con-
tent of asmaller display.

We deploy our sensors (e.g. eyes or interna attention)
whereit seemslikely to do the most good. We determinethis
either from aninternal requirement (using Search or Explore
perceptua modes) or because anAlert direct our attention to
apart of the dataspace that might hold a Danger or Opportu-
nity. Either way, the sensor deployment both permits and
enforcesashift of focus. But it doesnot ensurethat the change
of focusisappropriate, becauseit islikely to bring morethan
just the useful datainto range of the processors.

Let usconsider just what a"sensor" might be, because it
can be more than a hardware device such as an eyeball or a
radar antenna-receiver. A sensor should be taken to incorpo-
rate all the software associated with any changein the range
of data detectable.

A sensor isadevicefor bringing someaspect of theworld
into the range of a processor. In the "world" of this report,
processorswork only on datain adataspace. Just aseyesand

ears detect different aspects of objects in the natura world,
so do our software sensorsdetect different aspectsof thedata
in the dataspace. The combination of an "engine" (selector
or analyser) with a presentation system can be considered a
sensor for the human to see into a data space in a computer.
And if changing the deployments of engineswere aseasy as
changing the direction of our eye's gaze, we would probably
fed that we wereinteracting with the data, not with the pres-
entation system or with the engine.

2.8.2Wheredo" 1" end?

When onewanders around the everyday world, onefeels
that someof itisexternd to onesalf, and part isinterna. One
normally does not perceive the internal part, but one can, if
one wants, fedl the tensionsin one's muscles and the feel of
thingsthat touch the skin. But where doesthis"internal” part
end and the "external world" begin? At the skin? At the end
of the "blind man’s stick"? When one uses a familiar tool,
one feels that one is touching the workpiece, not the tool.
When one drives a car, one does not ordinarily feel one is
turning the steering wheel and pushing pedals. Onefedsone
is inhabiting the car and making it go where and how fast
onewantsin much the sameway asone makesone'shand go
where and how fast one wants. The tool or the car in away
fedls like an extension of onesdf more than like an inde-
pendent part of the external world. One uses either to inter-
act with theworld that truly feels"outside.”

What digtinguishes the "inner" from the "outer" world?
Intheinner world, things behave precisdly and immediately
in accord with on€'s intentions (assuming one is in normal
physical condition). One does not ordinarily think "I want to
move my hand to the cup," oneintends the hand to grasp the
cup and the hand does so. Likewise, the familiar tool moves
to affect the workpiece in accord with one's intentions. The
car goeswhere on theroad oneintends, without much thought
being given to how it does so. But other cars on the road do
not move precisely and immediately in accord with one's
wishes. They are part of the"external world" withwhich one
(with on€'s car) interacts. And when one's car fails to react
immediately and precisdy to one'sintentions, it, too, becomes
part of the world with which one must deal.

The answer to the question of "Wheredo'l' end?' seems
to be labile. Those things that one is currently controlling
effortlesdy, precisaly, and without perceptibletimelag seem
not realy to be in the outer world, but to be an aspect of
oneself with which one is acting on the red outer world.
Accordingly, we make the following claim:

If a sensor deployment needs specific "conscious'
commandsit is part of the outer world.

If asensor is deployed in its arena easily, intuitively,
and "unconscioudy" it is part of "you", and makes
you feel you arein the data space.

Now we apply this claim to a consideration of the

user's interaction with the dataspace, the engines, and the
presentation systems.



2.8.3 Interacting with the interface Ver sus
Interacting with the data
To deploy a sensor easily and intuitively, one needs:

To know where it should go
To know how to get it there
To have the means to use this knowledge easily

To know where the sensor should go one needs at least
one of
Memory
Context (fisheye, multiple views, big screen)
Alert system (preprocessors)
To know how to get it there one needs
A means of Navigation (continuous, discrete)
A means of Dimensiona control that affectswhich
aspects of the dataspace one can see.

To havethemeansto usethisknowledge easily one needs

Effective input devices matched to the navigation
requirements

Navigation through a dataspace implies understanding
the structure of the data. To know how to get from one place
in the dataspace to another with some desired characteris-
tics, one must be able to see aroute, either in one's memory
or implicit in the displayed data. To haveit in one's memory
requires training or experience with the dataspace, or if not
with the dataspace, with the subject matter that is stored in
the dataspace in a way that paralels the user's real-world
experience in some way.

Using subject-matter expertise comes close to metaphor,
ametaphor specialised to the subject at hand, as opposed to
themore genera metaphor often found in contemporary com-
puters. The popular " desktop metaphor" showstheuser where
datamay lie by putting icons of "folders' on the "desktop."
Those "folders" indicate places where more data may be
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found, and if the user knows how to "open" afolder, those
dataare accessible. The (language-based) name of thefolder
may also provide a clue as to the kind of data to be found
"indde" the folder. Both the icon and the name are naviga
tion markers, akin to buoys marking a shipping channel.

S0, to have a means of navigation requires at least one,
and possibly all, of
Learning, training, exploration
Subject matter expertise
Metaphor to previously known data space (office
desktop...)

You can't be "in" the data unless you know how it fits
together. And for the user tofed "in" the dataisthe objective
of good interface design. The better an engine-presentation
system combination isdesigned, thelessthe user seesit, and
the more he or she seesthe information inherent in the data.

Wheredo "I" end? At the limit of where my control of
sensor deployment isintuitive, "unconscious' and precise.

Precision of control is part of ease of control. Imprecise
sensor deployment often means "conscious' deployment—
and destroysthe feding of being "in" the data space.

One of the keys to easy navigation is the provision of
effective context, because where the user will want to go is
necessarily somewherein that context.

2.9 Conclusion

Visudisation being a human process, the human factors
aspectsof display andinteractioniscritically important. There
areissues at al levels, from the sensitivity characteristics of
the sense organsto the persistence of early interpretations of
inadequate data. Thischapter barely touchesontherich range
of human factors issues, but it may serve to dert designers
and users to some of the ways presentation systems may be
made truly useful for whatever tasksthe users may betrying
to do.
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Chapter 3: Types of Data and their Presentation

3.1 The nature of the data

This report is about visualising data held in computer
memories. Thedatamay reflect thevarying state of the outer
world, as, for example, a battlefield situation or the signals
from the radar emitters in the neighbourhood, or they may
be generated entirely by processes within the compuiter, as,
for example, ascientific visuaisation of theairflow around a
supersonic wing, or the radiation field of a novel antenna.
Wherever they come from, the data have been transformed
into bits and bytes stored in addressed locationsin the com-
puter. It is not aform of data that humans have evolved to
perceive.

Humans evolved to perceive objects. Objects have co-
herence, in that their parts move together. The have discrete
surfaces, and the characters of their surfaces usually change
dowly from point to neighbouring point. At thosefew places
where their surfaces change character abruptly, the change
itself isusualy coordinated along some continuous curve.

Data in computers are not like everyday objects. A da-
tum has no neighbour, unlessit bethe datum stored inanearby
location—and in this context, "nearby" isitself an abstrac-
tion, an indexing "address' that no human can perceive di-
rectly. Thislack of topological neighbourlinessistrue even
of data collected from neighbouring pointsin areal world.
The neighbourliness of the rea-world pointsis merely ade-
rivable property of the attributes of the dataelements asthey
are stored in the compuiter.

If computerized datalack theessential quality of thethings
we have evolved to perceive, it follows that they cannot be
visualised, so asto speak, raw. They must betransformed for
display. Neighbourly relationsamong them must beinvented
so that groups of data can form a visualised "object." With-
out atopology, thereisno visualisation, and yet thetopology
is never inherent in the data as stored. It isinherent in some
atribute of the data, such asthat thisdatum immediately fol-
lowed that datum in asampled signal, or that these and those
datarefer to properties of neighbouring piecesof terrain. Data
atributes, not the way datais stored in the computer, define
thepossibilitiesfor creating visualisable objectsand rel ation-
ships. The attributes must be extracted and organized by the
"engines' of visualisation, and presented using displayssuited
to showing the kinds of things the human can see and under-
stand.

Humans perceivetheworld intermsof objectsthat relate
to one another in variousways. They moveinrelationto one
another. One can enclose another, one can burn another, one
can wet another, one can be stronger than another, and so
forth. The engines and displays must create something that
looks like objects, from data that has no inherently neigh-
bourly properties. Those pseudo-objects must relatein ways
that say to the human something about the world that the

data represent. The display environment has a logic of its
own, akind of pseudo-physicsthat ahuman user canlearnto
use, to make sense of the data represented in the display. If
thedisplay logic parallelstherel ationshipsin the sourceworld
of the data, the human user's learning will be much eased.
Accordingly, weattempt to describeataxonomy of datatypes
and ataxonomy of display types, in order to begin aninves-
tigation of natura mappings of oneinto the other.

3.2 A taxonomy of data types

Military requirements demand that information be ex-
tracted from data of many different kinds. A battlefield com-
mander may wish to visualise severa different possible
evolutions of the battlefield, with their associated risks and
likelihoods; an intelligence officer may want to pluck vital
information from the multitudinous streams of radio traffic
available on the air; asoftware maintainer may want to visu-
aise the important relationships in alarge software system
that isbehaving strangely; ameterologist may want to relate
current dynamic weather patterns to many others that have
been observed in the past; anetwork supervisor may want to
seetraffic patterns, both so asto adapt the network to chang-
ing needs and to detect improper or unauthorized activity.

The various military needs illustrate that there are com-
plexes of different data types. Each complex can, neverthe-
less, be described in terms of aset of features. For example,
the intelligence officer scanning for vital information in ra-
diotrafficisconcerned with datathat is streamed, isacquired
rather than selected by him, is linguistic, multisource, spo-
radic, and spatialy unlocated. These features suggest that
certain kinds of processing and of visualising will be more
appropriate than others. No batch processing technique will
be as useful as an equivaent technique that produces itsre-
sults on the fly. Presentations of source location may be less
or more helpful than presentations of source content rel-
evance, depending on the officer's needs of the moment.

Even though the intelligence officer's main concern is
with the incoming stream of messages, nevertheless that
stream must be considered in abackground context of more
static data, at least some of which may also exist in the
dataspace in the computer. In general, when we consider
military tasks asawhole, data of avariety of different types
must be used on consort. Looking from the task viewpoint,
we see complexes of complexes, which can be treated as a
tree structure of datatypes. In this chapter, we consider how
to describe the leaves of that tree, the unitary datatypes.

Different data types suggest different approaches to the
enginesand displays. We examinetheserel ationshipsin later
chapters of thisreport. Here, we consider some dichotomies
that may be important in describing data. We conceive six
major dimensions:
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Data acquisition: when are the data acquired, relative
to when the display is needed?

Data sources: isthere asingle source or more than one
independent source of data?

Datachoice: cantheuser choosethedatato beacquired
(i.e. can the user redeploy the sensors)?

Data identification: how are the individua data ele-
ments identified, by location or by label ?

Data Vaues; what kinds of values can the data have,
analogue or categorical?

Datainter-relations: how does one data el ement relate
conceptualy to others? Does the value of one affect
the meaning of another?

It is important to note that these characteristics refer to
thedata asit is acquired or originaly produced in the com-
puter. When the data are stored in the computer's memory,
the identification of each data element becomes one of the
many attributes of the element rather than an intrinsic prop-
erty, sinceinternally the data are identified only by their lo-
cation in the storage medium.

That data in the computer are really identified only by
storagelocation meansthat datalabelled when acquired (such
asthe status of anamed airport in the examplein section 3.4
below) may be reconceived for display as being identified
by location (the geographic coordinates of the airport). Al-
ternatively, datathat wasidentified by location when acquired
may beidentified by label when extracted from storage, if a
label was one of the attributes of the datawhen it was origi-
nally acquired, or if one can be attributed to a datum by the
processing engine. The following characterization of data
thereforeis not aways unambiguous. Data, onceit isstored,
need not be characterized according to the way it was ac-
quired.

There is another way in which the characterization of
dataat acquisition time may not correspond with its charac-
terization when it isused to aid human visulisation. Dataare
not acquired in avacuum. Thereisapre-existing structure of
data and relationships into which the new data may fit, cer-
tainly in the human and very probably in the computer. By
fitting into the pre-existing structures, the new data acquire
meaning and may well changethe possibilitiesfor their char-
acterization. A datum acquired from geographic coordinates
(x, y) may belinked by a processing engine with other data
from the same coordinates, and acquire alabel "Kéln-Bonn
Airport" solely by virtue of having been acquired from alo-
cation that el sewherehasbeen identified with thelabel "Koln-
Bonn". Even though the acquisition characterization of the
datum was "located," its characterization when used could,
after processing, be either "located” or "labelled.”

The characterisations that follow refer to the acquisition
of the data before it is stored and before the processing en-
ginescanrelateit to other data. If thedataareinternaly gen-
erated, such as from a simulation algorithm, the same char-
acterisations apply to the output of the generation process.

3.2.1 Data Acquisition: Streamed versus
Static

A dataset is streamed if its analysis must proceed while
thedataare ill cominginfrom asource, whether the source
isacomputer agorithm or isin the outer world. A dataset is
staticif al the dataare availablefor analysis simultaneously.

A retrospective analysis of streamed datamay treet it as
static data. The difference is not so much in the data them-
selvesasintheusetowhich thedataare put and inthemethod
of analysis. Most data sets do change over time, perhaps by
augmentation, perhaps by modification of dataacquired ear-
lier. The distinction between streamed and static depends on
whether the user needs the information in the dataon atime
scale that is smilar to the rate of data modification or on a
time scale much faster than that of the data modification. If
the data change much faster than the user can use theinfor-
mation, it may be transformed into a sampled stream, but it
istill streamed data.

3.2.1.1 Streamed: sporadic versus regular

A streamed data set is sporadic if the analysis procedure
cannot know in advance when more datawill start to arrive.
A streamed dataset isregular either if datacomesin continu-
oudly or if thetime of arrival of the next batch can be pre-
dicted.

The "sporadic versus regular” feature is not a true di-
chotomous contrast, becausethe dataratesin astreamed data
set may vary widdly over time. Thisvariation can be consid-
ered asakin to frequency modulation of acarrier signal. Such
amodulation of datarate may have aspectrum of bandwidth
varying from wide (in the extreme, purely sporadic data) to
narrow (in the extreme, purely regular data). For many pur-
poses, the unpredictability of timing of the next datum may
be more important than the actual variation of data rate. If
theanaysisenginesand display processesknow that the next
change of data will not occur until an hour from now, and
datawill then arrive every millisecond for 10 seconds, they
may be able to use that information in aloting processing
and display resources. But if they know only that when a
datum arrives, the next one might be a millisecond or an
hour away, no such dlocation is possible. This may at first
seem atrivial consideration, but it relates to the human prob-
lem of vigilance and attention, which can be crucia in mili-
tary Situations.
3.2.1.2 Streamed: single-source versus multisource

A streamed dataset issingle sourceif (a) elementsdo not
overlap in time, and (b) the items cannot be labelled as dis-
tinguished by source before their content is examined. It is
multisourceif (a) € ementsare commonly overlappedintime,
or (b) individual elements can be labelled as coming from
distinguishable sources without the need to examine their
content.

3.2.1.3 Satic: single-source versus multisource
A dtatic dataset may be multisourceif it containsidentifi-



able subsets of elements that have ordering relationships
among the elementswithin each subset. However, itislikely
that these subsets exist not by virtue of being derived from
different sources, but because they have an attribute com-
mon to all the elements within a subset and different across
the subsets. Such an attributeisa"Labe" (see below: "Lo-
cated versus labelled"). A source can be treated as a labdl,
but with streamed datathismay belessuseful thanwith static
data, because it is more often true that the analysis of
multisource streamed data focuses on the relations among
the data from the different sources.

3.2.2 Data Choice: User-selected versus
externally imposed

In some situations, the user selects what data are to be
acquiredin order to perform thetask. Themost obviousform
of this can be caled sensor deployment, where the com-
mander arranges for sensors to be placed so that they can
examine certain aspects of a situation while ignoring other
aspects. In everyday life, we move our eyesto focus on spe-
cific parts of our environment, and unless we use a mirror
we never see what is behind our heads. In contragt, it may
happen that the user hasno influence over what dataareavail-
able. When oneislooking for material relevant to atopic of
interest in alibrary, one has no influence on the selection of
books that are available. The dataspace consists of al the
books in the library, and only those books. If the user has
available an analogue of sensor deployment, the dataset is
user-selected. This usually makes sense only with streamed
data, as static datais there to begin with.

At adifferent level of analysis, the abstraction of only a
part of a database by a processing Engineis ordinarily what
visualisation is supposed to do. That process of abstraction
could be construed as user selection of thedata. Thisisanalo-
gousto the sensor deployment invoked by thelibrary user in
taking a selected book off the shelf and starting to read in it
rather than in adifferent book. The essentid distinctionisin
whether the data available for analysis and display is
selectable by the user, not in whether the data actually cho-
senisunder the user'scontrol (asit usudly is). To choosethe
datafrom therange of available datais one of the jobs of the
Engines component of the |ST-05 Reference Model (Figure
1.3).

3.2.3 Data identification: Located versus
labelled

Elements of alocated data set may be naturaly visual-
ised as existing at places mapped to their acquisition loca
tion parameters. "L ocation" does not necessarily imply spa-
tial or geographic location. For example, each emitter in a
set of radar emittersmight be characterized ashaving apulse
frequency and a pul se repetition rate, which could represent
thex andy values of itslocation in a2-D display. The other
characteristics of the same emitter could be shown on the
display at this x-y location.

Elements of alabelled data set cannot be located for dis-
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play in any natural way. Thelabel of the element isitsiden-
tifying property. If each member of a set of radar emittersis
identified by the platform(s) on which it occurs, those plat-
forms are the labels for the emitters (and any one emitter
might well have more then one label). Those labels have no
natural ordering, even in asingle dimension.

This pair of radar emitter examples shows that the lo-
cated vs. labelled feature may not be an intrinsic property of
the data set, but may involve aso the use to which the data
set will be put. In one visuaisation procedure, adata set may
have the feature "located", whereas the same data set in an-
other visualisation procedure may be "labelled.” It depends
on how a data element isidentified for use. In these exam-
ples, without knowing whether the original datawascollected
by discovering which emitters each platform carried or by
discovering which platform carried each emitter, one could
not know whether the data were collected as labelled or as
located.

3.2.3.1 Located: Linear versus multidimensional

The "located" character is not limited to one (orderable)
or two dimensions. In addition to being located by their pulse
frequency and repetition rate, the set of radar emitters might
additionally be located according to their bearing directions
from the receiver (two more dimensions), their carrier fre-
quencies, and according to their intensities at the receiver.
Together with the origina dimensions of pulse frequency
and repetition rate, these attributesgenerateasix-dimensional
space in which their other characteristics might be located.

Although located data may be located in a space of any
dimensionality from unity upward, unidimensional located
datadiffer importantly from datalocated in a higher-dimen-
siona space. Unidimensional located data have an intrinsic
ordering. Often the "location” of an element of aunidimen-
siondlly located dataset is based on itstime of acquisition.

Multidimensional data can also be ordered; in fact they
can often be ordered in many different ways, but each of the
waysin theend comesdown to reducing thelocation of each
datum to a point on a path through the n-dimensional space.
For example, points on a map may be ordered by their dis-
tance from acritical point, or radar emitters may be ordered
according to their pulse intensity. If data are to be ordered,
they must belocated on some unidimensiond attribute, which
might be defined at acquisition time or might bederived from
other attributes by the algorithmic operation of a processing
Engine.

3.2.4 Data values. Analogue ver sus Cat-
egoric and Fuzzy

The dementsof an analogue data set havevaluesthat are
quantifiable in some units. Speech is an analogue data type,
for which the elements might be the amplitude of the speech
waveform at sampled moments, or they might be the spec-
tral vector of the speech wave at successive samples, but the
words represented in the speech are not analogue data. Each
word is digtinct and different from every other word. The
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identity of aword is not quantifiable. The length of aword
is, however, quantifiable. A plausible "labelled, anaogue"
data set might consist of the lengths of a set of words la-
belled by the word identities.

Theidentitiesof astring of written words, treated aswords
rather than as patterns on a page, form a categoric data set.
The elements of acategoric data set have no natural quantity
ordering, though, likewordsin adictionary, they may havea
conventionally accepted ordering. A dataelement either does
or does not belong to a particular category. Categories have
no intrinsic distance or similarity measures. They combine
dataelementsinto groupsthat aredistinct. For example, days
may be categorized into those with zero to 3mm of rain, those
with 3-6mm of rain and those with more than 6mm of rain.
No day fallsinto more than one of those categories.

Fuzzy categoriesareimportantly different from classical
categories. Data €lements have degrees of membership in
fuzzy categories. For example, the categories of raininess
may be characterized as dry, light, medium, and heavy. A
day with 10mm of rain may be a clear member of a"heavy"
category in some parts of the world at some seasons, but
may be"light" in another part of theworldin another season.
But evenin onepart of theworld in one season, membership
may be unclear. It may be straightforward at that place and
time to say that a 10mm rainfall is "heavy", a 5mm fdl is
"medium" and a 1mm fall is "light", but what would one
then say about aday with 3mm rainfall? In afuzzy categori-
zation, such a day could be said to have a membership less
than unity in both "light" and "medium" categories.

Most human categorizations are fuzzy, though some are
not. If a pattern of marks on a page is identified as being a
word, it either is or is not a particular word. No pattern of
marksispartly "bog" and partly "dog," evenif thefirst letter
is malformed, as a circle with avertical line rising from its
top centre. Theword either is"bog" or is"dog" (or isuniden-
tified), and the choice may depend on the surrounding con-
text.

There may be uncertainty as to which category a word
belongs, but that uncertainty can be expressed as a probabil-
ity that it isone or the other, not asthe degreetowhichitisa
member of one or the other. Probability of membership and
degree of fuzzy membership are completely distinct proper-
ties.

Thedistinction between classic and fuzzy categoriesmay
seem unimportant, possibly even trivial. But it is not. The
reason for its importance is that fuzzy categories can over-
lap, which creates a neighbourhood relation that becomes
important in designing a display. A data element that has a
sub-unity membership in one category is likely to have a
greater-than-zero membership in another. Those two catego-
ries are neighbours. They are closer to one another than are
categories whose membership functions do not overlap in
the space of data description. One cannot say thisabout clas-
sic categories. Classic category boundaries do not overlap,

in that any datum isin one and not another (at least not an-
other of the same class; a colour cannot be both "red" and
"green” in a classic categorization, though it could be both
"red" and "rough"). Thisneighbourly relationship imposesa
topology on the category description space, which has pro-
found implications for visualisation techniques.

Thefollowing two sectionsapply to both classic and fuzzy
categories, except that categoric linguistic data are never
fuzzy.
3.2.4.1 Categoric data: symbolic versus non-symbolic

Categoric dataoften are, but need not be, symbolic. Sym-
bolic data refer. They refer to categories that are not them-
selves the data. The word "chair" is not itself a chair. If the
data source is pictorial, the datum may be a category that
could be referred to as "category A17CY5" or any other ar-
bitrary reference symbol, including "chair." The datum it-
sdlf, however isjust labelled. A picture of a chair does not
refer to the chair—it is derived from the chair. We describe
such a datum as categoric, but not symbolic. On the other
hand, if the data sourceis atext, thewordsin it are not only
categorized by their identities, but are in many cases sym-
bolic. The word "chair" in the text is symbolic becauseit is
intended to refer to achair or aclassof chairsin thereader's
mind or in the external world.

Thereisapossihility of ambiguity in determining whether
data are symbolic, in that the acquiring process must know
whether the categories detected can reference other catego-
ries. It is easy to imagine a process that examines texts and
discoversthat certain | etter sequencesrecur. Theserecurrences
might alow the processto decidethat the recurring sequences
represent categories, without any possibility of discovering
that the inferred categories reference categories in another
domain.

Hence, in describing dataas symbolic, oneisnecessarily
employing knowledge that is not inherent in the data being
acquired. Thisisnot necessarily wrong, but for the most part
we avoid using the category "symbolic" for description of
dataas acquired.
3.2.4.2 Categoric data: Linguistic versus non-linguistic

Categoric data may be linguistic whether they are sym-
bolic or not. Linguistic dataincludesmore than just words of
anaturd or aforma language. Any data set that approxi-
mately conformsto aknown syntax can be described as”lin-
guigtic." This includes, say, the structure of the screen dis-
play of apersonal computer, which haswell defined types of
elements such asmenus, windowsthat themsel ves have com-
ponentssuch asscroll barsand close boxes, and various other
depictionsthat have propertiesindicated by their shapesand
locations. To be classed aslinguistic, the dataelements are of
a variety of categoric types, each of which has properties
that include the influences of elements of one type on those
of the same type or another, as an adjective influences its
noun, or asaverb mediatesthe influence of its subject on its
object.



Linguistic datais necessarily categoric, in that linguistic
relationsdepend on somecategorical identity, not onthequan-
tifiable properties of therelated e ements. Anitem on ascreen
display can be a menu or a scroll bar, but it is never 0.31
menu and 0.69 scroll bar. Linguistic datamust be classically
categoric, whether they are symbolic or not. They are not
fuzzy, no matter how fuzzy their referents may be.

3.25 Datainter-relations; User-structured
ver sus sour ce-structured

Inauser-structured data set, the user definesthe qualities
of the data in advance of the data being acquired. The data
dementsfill the predefined dots with their values. SGML-
structured text is of this kind, as are the datain arelationa
database. The values of the data dements in source-struc-
tured data must be analyzed in order to determine their na-
ture. Freetext is of thiskind. Only by examining it can one
determine which words form parts of headings, which are
nouns or adjectives or proper names.

Clearly, whether a data set is seen as user-structured or
not may depend on how closdly it is examined. An element
of user-structured SGML text may be a (source structured)
free-text narrative. The document as a whole is user-struc-
tured, but the value of the element isa source-structured data
st inits own right. Furthermore, there are degrees of struc-
turing, from the datain a numeric spreadsheet, each item of
which has its place and only the value can change, through
partialy structured material such asthe HTML source of a
page on the World Wide Web (which includes free text and
arbitrary pictures, but in which the function of each element
isprescribed) to purely source-structured material suchasan
image submitted to a photo-interpreter for evaluation. The
image indeed has structure, but it is not provided a priori to
theinterpreter. Finding it isthejob of the interpreter.

We have described a six-dimensional representation of
elementary datatypes. Thisstructureissummarised in Table
3.1

3.3 Some examples of different data
types

Toillustratethe classification of datatypes, consider some
arbitrarily chosen datasets.

3.3.1 Textual data from monitoring of open
sources such as Web sites, mailing lists, and
thelike.

Features. Streamed multisource sporadic, user-selected
choice, labelled, categoric-symbolic-linguistic values, and
source-structured.

3.3.2 An archival database of electronically
scanned airborne and satellite imagery

Features: Static, externally imposed choice, located or

labelled, analogue scalar or vector (monospectral or
multispectral data) values, source-structured
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Table 3.1 Summary of Data Types
regular
_ St ed ;
Acquisition > o sporadic
Static
Single
Sour ces Multiple
) User-selected
Choice Externally imposed
... . Located
I dentification
Labelled
scalar
Anaogue
vector
Values ~ linguistic
Categoric ~ YMPOlic  non-inguistic
(Classica L
or Fuzzy) linguistic
non-symbolic
non-linguistic
. User-structured
Interrelations
Source-structured

3.3.3 Network traffic being monitored from
many networ k nodes

Features: Streamed sporadic multisource, user-selected,
labelled, categoric non-symbolic non-linguistic, user-struc-
tured

There may be some question asto whether "non-linguis-
tic" isan appropriate descriptor, sincethe dataelementsfrom
any node may well have strong syntactic relationships with
elements from the same node at a different time, or from
another node at the same or different time. If the different
data elements do influence each other'sinterpretations, then
thiskind of dataset should be described as "linguistic." For
the purposes of visuaisation, this distinction affects the na-
ture of the displays. In linguistic datasets, the displays must
ordinarily allow the user to see theinfluences among the el-
ements, whereas in non-linguistic sets, it suffices to display
the elements, so asto speak, "bare."

3.3.4 Stored outputs from a cockpit simula-
tor experimental run

Features: Static multisource, user-selected, labelled,
mixed analogue and categoric (both linguistic and non-lin-
guistic), user-structured.

The assumptions here are that there are multiple data
streams that include the output from a variety of different
sensors, probably the output of avideo cameraand amicro-
phone, and electronically captured keyboard input and dis-
play output. The experimenter has predetermined what sen-
sors to use and what images, voice, and keyboard/display
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interaction to capture, and isinterested in analyzing the data
after thefact, not whileit is being gathered.

3.3.5 The play of messages within a complex
obj ect-oriented softwar e system

Features. Streamed regular multisource, user-selected,
labelled, categoric linguistic, user-structured.

Thesefeaturesarethe same asthosefor the Network traf-
fic dataset, except that the play of messagesin the network
traffic depends on the whims of users outside the system,
whereas the play of messages in the software complex is
primarily due to the structure of the software system itself,
even if originaly induced by external events. The features
that differentiate these conditions are the "sporadic-regular
feature, and thefact that the play of messagesin the software
systemislikely to be"linguistic" in that the interpretation of
any one message s likely to depend on the interpretation of
other messages.

3.3.6 Speech monitored from asingleradio
source

Features: Streamed sporadic single-source, externally
imposed, located (only by time of acquisition), analogue,
source-structured.

Speechillustrates an important issuein allocating datato
a particular descriptive typology. Speech as received is an
anal ogue waveform, which iswhat theforegoing featurelist
describes. However, speech waveformsare usually not what
is of interest in the speech. The interesting aspect of speech
isin the words spoken, what they mean. If the speech wave-
form being monitored isinput to acompetent speech recog-
nition system, the output has quite different features. It be-
comes a streamed transcription, perhaps imperfect, but nev-
ertheless categoricinstead of analogue, and symbolic-linguis-
ticintothebargain. It can belabelled (by, say, talker identity)
or located by time of acquisition.

3.3.6.1 On-line transcription of speech monitored from a
single radio source

Features: Streamed sporadic single-source, externally
imposed, located (by time of acquisition) or labelled, cat-
egoric symbolic- linguistic, source-structured.

3.3.7 Archived transcription of speech at a
meeting

Features. Static multi-source, externdly imposed, labelled
(or possibly located by time of acquisition or by direction of
source), categoric symbolic-inguistic, source-structured.
3.3.8 Data monitored from a passive sonar
system

Features. Streamed sporadic multisource, externally im-
posed, located, anal ogue, source-structured
3.3.9 Monitored dispersion of toxic pollut-
antsfrom a spill or fire

Features: Streamed multisource regular, user-selected,

located, anal ogue, user-structured

The assumptions used in this feature set are that the pol-
|utants are sampled regularly from remote stations set up in
the neighbourhood of the spill or fireand monitored at acen-
tral station. The data structuring isimposed by the design of
the sensor systems and the related software.

3.4 A Taxonomy of Display Types

Next we consider the ways displays may vary, becauseit
is often true that data of a given type are most effectively
represented on adisplay of a particular type. The same data
may, however, be displayed in different ways. Oneway may
be appropriate for a user at one moment, and for one task,
whereas another display type may suit the same data better
a another moment or for another task, as Figure 3.1a and
3.1billustrate. We pursue this question further in Chapter 6
when we deal with Presentation systems.

Thesetwo figures are of contrasting displays, both taken
from a dataspace that contains data about German military
airports and their current status. In Figure 3-1a, Kéln-Bonn
has been sdlected by the user and ishighlighted. The display
symbol indicatesthat theairfiddisnot currently flightworthy;
a tabular display based on the user's interactive selection
shows the reason (because of fog, visibility is under 500m).
InFigure 3-1b, the sameinformation isshown linguisticaly,
without theuser having to highlight Kéln-Bonn, but alsowith-
out the user being ableto seethe status of airfiel ds geographi-
cally nearby, which in many tasks would be useful corollary
information. In Figure 3-1b the nearby fieldsare nearby only
because their names are aphabetically ordered. They are
treated as "labelled”" data elements, whereas in Figure 3-1a
they are treated as "located.”

AsFigure 3-1 illustrates, the identification of a data set
asbelonging to aparticular cdll inthetaxonomy of Table 3.1
is not absolute after it has been processed by an Engine. In-
side a conventional Von Neumann computer, all dataare la
belled by thememory addressesat which they areheld, rather
than being located in a space related to their real-world at-
tributes. Hence, no matter how the data elements were ac-
quired, whether linked to map coordinates or to acquisition
time, the attribute "located" (as opposed to "labelled") does
not properly apply to the data as they exist in the dataspace
processed by the computational engines. Location and label
are among the real-world attributes of the data. Which at-
tribute is used to identify the data is sometimes for the user
to choose. It isone aspect of the user'sability to change view-
point on the dataspace. When the data are identified as"lo-
cated," a spatially presented display is often appropriate,
whereas when they are taken to be "labelled," atabular dis-
play may be better suited.

Of course, when it comes to the display surface, all dis-
plays on a screen are of located, analogue data, since they
are formed of pixels of various colours and brightnesses at
located points on the screen. At another level of analysis,
they aredl symbolic, asthey can be seen to represent what-
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Figure 3-1a Graphical display of the status of German
military airfields.

ever theviewer understandsfromthem. Theselevel sof anay-
sis are uninteresting, at least for consideration of displays
that support visualisation.

Itisat the task level that the choice of data description
becomesimportant. In Figure 3-1, one of the displays eases
the visuaisation of where in Germany airfields tend to be
open and where flying into them might be difficult, whereas
the other display of the same data eases the counting of how
many airfieldsare flyable and how many arenot. In one, the
geographic situation can be seen at aglance, andinthe other,
precise reasons for the state of a particular airfield can be
seen with arapid visual scan. In one, the data are treated as
located, in the other aslabdlled. It isat thislevel of analysis
that adescription of different datapresentation typesbecomes
useful.

3.4.1 Display timing: Static versus dynamic

No display istruly static, but there are severd different
waysit may change. Two important ones arethat the display
changes because the data it shows has changed, and that the
display changes because the view onto the data has changed.
The former is normally the case with streamed data. If the
data are streamed, it is natural that the display reflect that
fact, and that it should change dynamically to reflect the cur-
rent state of whatever isinteresting about the data. In streamed
data, something may be occurring that warrants action on
the part of the user.

Streamed dataare primarily used in Monitoring/Control -
ling and Alerting modes, though Search is aso possible in
streamed data. Search, in streamed data, cannot be search for
data content, but must be Search for arelatively static aspect
of the structure of the data, such as quasi-stationary statisti-
cal parameters. To talk of Search on the content of streamed
data makes sense only in the archive of historical data, and
such an archiveis static.

Static datamost commonly areusedin Exploreor Search
mode. A kind of Alerting may sometimesbe appropriatewith
static data, highlighting aspectsof thedatathat the user might
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Figure 3-1b Tabular data entry form and display of
much the same information from the same dataspace.

find interesting to examine. Thiskind of Alerting goesaong
with display changes that depend on changes of viewpoint,
inasmuch as under those conditions the display can be seen
as "streamed"” by the Engine that selects the data or by the
Presentation system that aters the viewpoint on what the
Engine produces. Either way, new data comes into view as
old datavanishes. Useful Alerting under those conditionsmay
lead the user to choose to view the part of the dataspace in
which the alert is shown. This implies that the derting dis-
play may well not be within the displayed part of the
dataspace, but could be in a separate display. Auditory pres-
entation of aertsin conjunctionwith visua display of part of
adtatic (or even a multisource streamed) dataspace is often
useful for this reason. We will aso discuss the so-called
"fisheyeview" in this context, in Chapter 6.

Another situation in which a dynamic display is useful
for viewing static data occurs when a user wants to build a
mental modd of the datacontent or structure. Itismuch essier
to appreciate the relationshipsin acomplicated pictureif the
eementsthat are supposed to be related are displayed in se-
quence rather than if all the elements of the picture are dis-
played at once. If they areal displayed a once, theviewer is
faced with a combinatorial explosion of possible relation-
ships, most of which are not what the picture is supposed to
bring out. But when related elements are displayed in close
temporal relationships, the viewer has no such problem, and
can retain the rel ationshi ps brought out early in the construc-
tion of the complex picture even while the number of ee-
mentsin the picture grows large.

3.4.2 Data selection for display: user-di-
rected ver sus algorithmically selected

In alarge dataset, only a small portion can be viewed at
any one time. That portion might be a few elements of the
original data, but moreprobably itisadistillation of thedata—
perhaps a set of afew dozen weekly averagesto represent a
few billion network events, or arepresentation of an areaon
amap as"forested" in place of adepiction of the photographic
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representation of every tree. The data-selection issueis how
thisreduction of the dataset into aviewable subset isaccom-
plished. Isit done by apredetermined agorithm or isit done
in response to moment-by-moment choicesonthe part of the
user? Can the user navigate the viewpoint through the possi-
ble abstractions of the dataspace? We treat some of these
issuesin Chapter 6.

3.4.3 Data placement: L ocated versusla-
belled

Data must be displayed somehow and somewhere, no
matter what the abstraction. |s each data element placed in
the display according to some analogue attribute such asits
located identity, or is it placed in some arbitary location
identifed by its identity label? Figures 3-1aand b illustrate
thesedifferent possibilitiesin displaying the German airfields.
To locate adata element by presenting its attributes at a spe-
cific screen location takes far less areaon a 2-D visual dis-
play than to present its attributes and in addition identify it
by label. Inherently, more elements can beaccommodated in
the display if they are located than if they are labelled, be-
causein located data, the label need not be displayed.

Of course, elements displayed as located may addition-
aly belabelled if alabel isone of the attributes of alocated
data element, as are the airfidds in Figure 3-1a. But they
need not be. A conventional terrain map showing elevations
as bands of different colour is an example in which the data
elements are displayed located but not labelled. The colour
that representsthe value of the height attributeislikely to be
labelled in a sidebar key, but the individual points are not.

3.4.4 Data values: analogue ver sus categoric

Data values may be represented by the value of a con-
tinuous variable such as display brightness or colour, or by
the size or shape of adisplay symbol, or they may be repre-
sented by discrete symbols (which could be, for example,
discretely different colours such as red = enemy, blue =
friendly). Different attributes of the same data element can
be represented simultaneously by analogue and by categoric
display attributes. An enemy formation might, for example,
be represented by a categoric red rectangular shape whose
(analogue) base was proportional to the number of men and
whose height represented the number of heavy weaponsin
the formation. This same partially categoric symbol might
have someinterna content, such asthat of the NATO sym-
bol representing the type of formation in the order of battle,
another categoric display attribute. This hypothetical sym-
bol then would have four different display attributes, two
categoric and two analogue.

3.4.5 Summary of Display types

Table 3.2 shows the attributes that can be used to de-
scribe elements of a display. Of course, what is on a screen
may incorporate many of thesetypes. Onewindow may show
datain agtatic user-selected located categoric non-linguistic
manner (e.g. a map of terrain cover types) while another
shows data in a dynamic algorithmically directed labelled

analogue scalar manner (e.g. a time-varying histogram of
the most common content words in an incoming message
stream). Nor isthe possibility for mixing datatypes confined
to separate display windows. On the (static user-selected lo-
cated categoric non-linguistic) terrain map may bedisplayed
symbol sdepicting themovements of forces (adynamic, user-
selected, located, categoric, linguistic display). The same
screen area contains both contrasting kinds of display in a
manner that allowsthedatafrom each toinformtheinterpre-
tation of the significance of the other. Thisisone of thelink-
ing methods described by Smestad (1993).

3.5 Display of different data types:
Natural Mapping

Thereisanatural mapping between someof thedatatypes
and some of the display types. For example, streamed data
seem naturaly to demand a dynamic display. Located data
seem naturally to suit located placement in the display. Not
all datatypes have anatural mapping, however, and it is not
aways true that the "natural" mapping isthe best, given the
task of the user of themoment. Let usconsider such "natural
mappings’ more closely.

The human user wants to understand the world repre-
sented by the data, not the formal structure of the dataspace.
The data attributes that matter depend on how the user wants
to use them, which cannot be determined solely by an ex-
amination of how the datawere collected or what properties
were recorded as elements of each datum. To the human, the
same data element may at one moment be "labelled” and at
another be "located." To a human user, the German airport
sdectedin Figure 3-1aisdisplayed "inthewest of Germany”,
not "on the left Side, haf-way down the screen.” The same
airport, in Figure 3-1b, is, to the user, displayed by its label
of "Kdln-Bonn," even though it again is "on the left side,
half-way down the screen.”

As acquired, the data may have been located or it may
have been labelled, but as stored in the computer, it hasboth
located and labelled attributes, and either may be used to

Table 3.2 Summary of Display Types

Display Timing static _
dynamic
. User-selected
Data Selection o _
Algorithmically directed
D Pl L ocated
ata Placement L abdlled
scalar
Analogue
Data Values vector
. linguistic
Categoric L
non-linguistic
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identify it. Thisambiguity isnot in the acquisition, but in the
fact that how the data was acquired is lost when a datum is
re-identified by its storage address. Once the data has been
stored, any suitable attribute may lend itself to identification
of adatum for display. Even acategorization of the analogue
valuesof the dataelementsinto ranges could beused toiden-
tify datafor display—as, for example, adisplay of therela-
tivedensities of different vegetation typesin different ranges
of terrain elevation. Such choices seldom, however, lead to
"natural" display mapping.

Another namefor "natural mapping" might be" salf-evi-
dent metaphor." Different metaphors may be "self-evident"
to different people, depending on their cultural background
and their training. But some metaphors are probably more
widely sdf-evident than others, and we propose here some
possihilities based on the taxonomies of data types and dis-
play types presented in Tables 3.1 and 3.2. We there identi-
fied four dimensions of description of display types, and six
of datatypes. Clearly there can be no one-to-one correspond-
encebetween datatypesand display types. But therearesome
obvious matches, as suggested in Table 3.3:

"Natura" mapping may not always be easy to achieve.
Datalocated intwo or three dimensions can readily be placed
in a2D or 3D display space, but data located in a higher
dimensionality cannot so readily be placed in the display, or
at least their placement in the display cannot so readily be
mapped from their location identification attribute. Likewise
if thedataval uesare high-dimensional andoguevectors, there
may not be a natural mapping onto a suitable high-dimen-
siond display attribute.

37
3.5.1 Higher-level mapping: " Cognitive
metaphor"

The"natura" mappings discussed hererelate only to the
mapping between the data types as acquired and the low-
level display types of Table 3.2. In the IST-05 Reference
Modd, these display types are properties of the interface
between the computer and the human, specifically of theblock
labelled "Output Devices' treated in Chapter 5, aswell as of
the Presentation systemsthat form the interactive face of the
Engines of the reference model (treated in Chapter 6). This
isavery low-level kind of mapping.

For "Visudlisation" in the sense of thereferencemodd, a
higher-level mapping must be considered. Most particularly,
the datainter-relations are likely to be important to the user.
If the datadescription at acquisitionis" categoric linguigtic,”
there may exist some kind of categoric linguistic display to
which the data inter-relationships map naturally for some
particular class of user. This kind of mapping is sometimes
called "cognitive metaphor." Their dependence on the per-
sonal background of the user renders " cognitive metaphors'
distinct from the kind of mappings suggested by Table 3.3,
which should be valid for amost al users. The "desktop”
metaphor popularized by the Macintosh computer isa user-
specific cognitive metaphor that works only for people ac-
customed to the concept of an office that contains desks and
filing systems. The containment relationships among files
and folders, for example, map to auser'sview of what might
be contained in physical folderslying on aphysical desktop,
even though the entities themselves are very different.

Table 3.3 Some"Natural" Mappings of Display Types onto Data Types

Datatype Display type Comment
Streamed Dynamic The user ordinarily wantsto act when some event occurs.
L ocated 2-D Thedisplay isa2-D or 3-D map of some attribute(s) of the data. If the location identifica-
L ocated tion of the dataisin a higher dimensiona space, thereis no such natural mapping. Tricks
or 3-D
must be used.
Labelled Labelled Thedisplay islikely to betabular, or somekind of agraph such asahistogram or pie chart.
Analogue Analoaue scalar Evenif the dataare identified by label, its anal ogue values map naturally to analogue
scalar 9 display variables such asthe length of aline or the brightness of a pixd.
A 2-D attribute can be mapped onto an area display, aline with length and orientation, a
colour hue, asound location, a sound intensity and pitch, and so forth, al analogue vector
Analogue If 2-D or 3-D, : . . ) . S
vector Analogue vector a@n but&_ of thg display. A 3-D amt.rl bute can s m|_I arly be mapped into a.voI gmetrlc di ;pl ay.
Higher dimensional anaogue attributes can be displayed, but the mapping is less obvi-
oudy "natural."
Categoric data values have no natural relation to analogue display values, and must be
Categoric Categoric displayed categorically. The categoric display attributes may or may not map "naturally

onto the categoric data attributes. This kind of mapping is usually considered to be
"cognitive metaphor."
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The inter-rel ationships among data elements may not be
detectable at acquisition. Indeed, the discovery of such rela
tionships may well be the reason for the visudisation. The
user may see a simple pattern in a myriad of displayed lo-
cated analogue data points, but the individual data are not
acquired with this pattern in mind. On the other hand, if the
display does not alow the user readily to perceive the pat-
tern, the pattern is likely to be missed. Accordingly, the dis-
play designer must consider what kinds of patterns the user
might want to be able to perceive if they turn out to beim-
plicit in the data values. The "mapping” implied by thisre-
quirement is not "natural" and is not at the level of the Out-
put Devices in the reference model. It is in the loop of the
Reference Model that connects "Visudising” to "Engines.”
The engines connect to the human's visualising through the
Output Devices and the Input Devices, but the devices per-
mit rather than define this higher (cognitive metaphor) level
of mapping.

Cognitive-metaphor mapping depends greatly on what
the user is trying to understand. In order to determine what
kind of metaphor is appropriate, the user's task must be a
prime consideration. Unlike the natural mappings of display
types onto data types shown in Table 3.3, these metaphors
do not depend on the data alone. For any data set, there may
be many different possible kinds of higher-level mapping to
aid visudisation. We consider some of these possibilitiesin
Chapter 7, in connection with different applications.
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Chapter 4. Military Applications

4.1 Introduction

In the previous two chapters we reviewed some human
factorsand technical aspectsof theproblemsinvolvedinvisu-
alising massive datasets. In this chapter, we turn our atten-
tionto someexamplesof application areaswhich set the prob-
lems of military datasets apart from those encountered in ci-
vilian life. In particular, we shall focus upon the following
application areas, which, on the surface seem to present
widely different issues:

Command and control information systems;
Network monitoring;

Event Stream Analysis;

Task analysis,

Representation of text;

Passive Sonar.

Inall of these application areas, and in many others, visu-
alisation is vital to the efficient and effective fulfilment of
thetask in hand. Although they aremilitary application areas
that present uniquely military problems, many of the issues
they raise can aso be found in civil applications. A recent
book (Card, Mackinlay & Schneiderman, 1999) describes
further areas of information visualisation, largely in civilian
contexts.

4.2 Command and control informa-
tion systems
4.2.1 Background

Command and control information systemsare complex
and becoming ever more complex with time, not just be-
cause of the congtantly changing technol ogy, but becausethe
world itself is becoming a more complex and interlinked
place. Resourcelimitations drive some communities, or even
nations, into situations of basic survival. A community in
such aposition may resort to violence instead of cooperation
withits neighbours both within nations and between nations.
This in turn creates ingtability and uncertainties, inducing
governmentsto turnto their militaries, whether for their own
defence or for peace-making and peace-keeping.

The military, in trying to deal with conflict, needsto rec-
ognise that there are no single problems or smple solutions.
Everything islinked together and needsto beconsideredina
global context. Itisvitd to know and understand the sources
of conflict. If we do not understand the causes of conflict, we
will probably adopt the wrong strategies in trying to deal
with them. In this respect, command and control informa-
tion systems are the principal tool-set for fostering the nec-
essary understanding required to dedl appropriately with con-
flict. A command and control information system is awin-
dow to the world and it should show an unbiased and truth-
ful representation of what is going on, both militarily and
politically.

4.2.2 Critical Functions

The objective of information management is to ensure
that the right information is available to the right person, at
theright time, and shown in such away that the person makes
theright inferencesand decisions. Thisistrueof al informa-
tion systems, however complex they may be, but in a mili-
tary context, information management should not stop there.
For acommander thereis more to command and control in-
formation systems than just getting pertinent and usable in-
formation. A few of the more critical are:

First Observe: the commander needs to "see" what is
going on. He or shemust be ableto visualisethe conflict, not
just from aland, air, or sea perspective but as an integrated
and fused view of the whole conflict space. Commanders at
all levelsneed to be"inthe picture” but for different reasons.
Senior commanders should not want to micro-manage jun-
ior ones, or to look over the shoulder of the on-scene com-
mander but, on the contrary, should be ableto stand back and
develop an appreciation of the larger picture. When we are
better informed, the first thing we do is to stop asking for
moreinformation and concentrate on alternative actions. The
ability of commanders at different levels to see data appro-
priate to their level and to the neighbouring levels allows
them and their superiorsand subordinatesto devel op ashared
view of the situation. It isthisshared view, this shared under-
standing, that becomes the common basis for al planning,
decision making, and action processes.

How can acommand element perform thesefunctionsin
a co-ordinated fashion if the various personnel are not all
looking at the same problem? This sharing of common views
should aso extend to allied forces and to civilian organiza-
tions, such as other government departments and the appro-
priate humanitarian service organizations. They are al im-
portant stakeholders in a conflict. As an example, consider
the Canadian Maritime Information Network
(CANMARNET) asacasein point. The sole purpose of this
system isthe exchange of maritimeinformation between the
command and control centres of the departments of Fisher-
iesand Oceans(DFO), National Defence (DND), RCMP (the
nationa police force), and DFO/Coast Guard. Separate in-
formation is used to build a combined and single "Recog-
nised MaritimePicture" that helpsall organizationswork from
acommon picture. We need to extend thismodel to al envi-
ronments.

Second Orient: The commander needsto be ableto look
beyond the positions of the tanks, ships, planes, and person-
nel, to determine what they mean and where these elements
situate themselvesin the dynamics of the conflict. The com-
manders need to investigate the Situation and ask, "Why isit
07" Inreturn, the systems should support them by showing
thesimilarity and differenceswith other casesand offer some
potential explanations.
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Third Decide: Whenthemilitary isrequired to intervene,
the commander must decide on acourse of action. The com-
mand and control information system should help the com-
mander in deciding what is the most suitable course of ac-
tion by offering a series of potential solutions and alowing
the commander to "play out" these options.

Finally Act: The commander must be ableto take action
and carry out the plan in spite of resistance and opposition,
keeping in mind that the plan will change and will need to be
readjusted and re-issued to al the participants. In this day
and age of instant communications there are no tools other
than acommand and control system that can perform distri-
bution of information in such an efficient way.

Thissequenceof critica functionsisknown asthe OODA
loop. The Observe, Orient, Decide and Act concept is the
underlying model for all command and control information
systems. But the challenge is much greater than just being
able to go though the OODA loop fast enough to keep the
opposition in achronic state of disorder. Speed is necessary,
but not sufficient. Each Act must be effectivein bringing the
Observed situation nearer to compl etion of the commander's
mission.

Effective command is determined not solely by the ra-
pidity of adecision cycle but also by the qudity of the obser-
vationsand decisionsmadein each phase of the OODA loop.
Our command and control information systems must help
commanders a all levels to make better use of al of thein-
formation available to them so that they can make better de-
cisions. The systems may do this not solely by stepping the
commanders through a series of pre-planned responses, but
by alowing them to investigate and analyse options and ex-
plorenew solutions. Through simulation, discovery, and just-
in-time help, the system must enable better decisions, not
just faster ones.

In many respects, without realisingit, weall now operate
inthisvirtual spacethat wecall an Information and Decision
Space. Furthermore, the system must capture and store the
best decision processes and make them readily available
through a "knowledge management” program to the rest of
the organization. This way the best decision processes can
rapidly become the standard way of doing business.

4.2.3 Transparency of Operation

From acommander's point of view, command and con-
trol information systems should be completely transparent.
The commander needs to see the military situation, not the
operations of the computer-based system. The users efforts
should concentrate on fulfilling their missions, not on how
to get the computer system to do what they want. Decision
makers, in al areas, of personnel, administration, finance,
operations, or intelligence, must become engaged with the
situation at hand. They must get involved to the point that
they do not see the system anymore, at which point it be-
comes transparent. A transparent system must inform and
enlighten them, but in return the users must only seethemis-

sion and the unfolding of the plan. With a transparent sys-
tem, decision makers can become committed to the conse-
quences of their decisions and can fight the problems, not
the system.

Transparency isalso required to ensure accountability of
decision making processes. Transparent information systems
preserve the legitimate authority of the decision maker. The
trangparency of systemsismorethan just anicefeature. Itis
amoral obligation. There must always be accountability for
decisions, especialy if we are going to put people in harm's
way. Commanders have to retain the responsibility for any
use of force, even it is played out at the level of force of
argument. We owethisrequirement to our troops, to the serv-
ice, and the society we serve.

It is essentia to keep in mind that al responsibility for
decision making must always remain with the command
structure. This point is even more critica when we consider
that commanderswill continueto depend on an ever-increas-
ing number of automated tactical and strategic decision aids
and will operate continuoudly in afully integrated decision
support environment. As Henry Eccles wrote in his book
Military Conceptsand Philosophy morethan thirty yearsago:

"Theall pervasive and critical nature of infor-
mation systems gravely increases the importance
of overall theory and principles. Otherwise, this
very elaborate technology may tend to become a
purposein itsalf other than the servant of palicy, of
command, of strategy.”

Command and control information systems issues will
continue to grow in complexity and importance, and as a-
ways, the challenges and the opportunities are right herein
front of us. We need to adapt and dominate both these new
technologies and redlities. We must work together to build
the required and essentia tools of atruly effective military
organization. A modern command and control decision sup-
port system is critical if we are to perform in times of crisis
and chaos, the mission that throughout the ages has aways
remained the same: Peace and Security for dl.

Wheat characterigtics of asystem enhanceitstransparency?
First and foremost is responsiveness. The system does what
the user intends it to do when the user asks. If the user asks
for information, the system providesthat information imme-
diately. Thisisnot astrivial astatement asit sounds, because
what the system isasked to provideisnot data. Theimmedi-
ate presentation of datawill not result intheimmediate pres-
entation of information unless the presentation isin aform
that makes immediate sense to the user—which is to say
unlessthe user can visualisetheimplicationsof the presented
data.

Effective presentation technology is an essential com-
ponent of system responsivness, becausewe aredeaing with
aloop from visualising through the enginesto the dataspace
and back again by way of the presentation systems. Figure
4.1 emphasises this aspect of the loop. If it functions well,
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Figure 4.1 The I ST-05 Reference Model, highlighting the
loop Visualising > Engine-commands > Dataspace >
Engines > Presentation > Visualising

theuser perceivestheimport of thedatain the dataspace. If it
functionspoorly, either by being dow or by presenting poorly
chosen data or datain aform not readily visualised, the user
islikely to attend to the process of developing a useful dis-
play rather than to the implications of the displayed data.

Theimportant aspect of thisisthat thecommander'strust
inacomputer-based decision aid will depend strongly onthe
effectiveness of the presentation technology, and in particu-
lar on the speed and accuracy of the interaction with the En-
gines (including the presentation systems).

4.2.4 Command and Control and the" Four
M odes'

Monitoring/Controlling. A commander is aways trying
to influence a developing situation so that the fina result
fulfils the mission. In other words, the primary mode being
used is "monitoring/controlling.”" This is the mode defined
by the OODA loop. The commander is observing many fac-
etsof asituation asit evolves, and modifies plansand orders
asrequired so that the resulting actionstend to keep it evolv-
ing toward fulfilment of the mission.

Searching. The commander never has perfect informa:
tion, no matter how well the available information is dis-
played. Furthermore, in amost all military situations, the
detailed structure of the situation—the location, morde, and
physical condition of every person, and the mechanical state
of every pieceof equipment—ismorethan any human could
continuously monitor. Alwaysthecommander'sdecisionsare
based onamixture of generalized data(e.g., companiesrather
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than soldiers, artillery units rather than individua guns) and
assumption. But more often than not, the commander may
desire some information that is available in the dataspace,
but not currently displayed. Then, if and only if the display
shows that there is somewhere the desired information may
be found, the commander may go into "search" mode until it
isfound or the cost of finding it becomestoo grest.

Alerting. As noted above, no human can keep track of
everything that is happening in afast-moving military situa-
tion. It isimportant, however, that the things unobserved do
not cause the commander to overlook a danger that would
causethemissiontofail, or to missan opportunity that would
materially advanceitssuccess. If the commander can specify
in advance the kinds of things that might well signify adan-
ger or opportunity, other people or machines can look for
their occurrence, warning the commander only when those
things occur. The commander otherwise need not be aware
at al of what is happening in those areas. Thisisthe "dert-
ing" mode. At this level, there is no limit to the number of
different possibilities for events that could lead to the com-
mander being aerted, provided that aerts happen seldom
enough for the commander to be ableto monitor what realy
needs to be kept under control.

Exploring. There are times when a commander is not
actively controlling or searching for information to support a
specific controlled element, but is learning the environment
(e.g., terrain, politics, friendly and enemy forces), both be-
fore and during an action. At such times, no specific infor-
mation is sought for the solution of a current problem. In-
stead, the commander is building a context within which in-
coming data may be rapidly interpreted and used to inform
action. Here the commander isin "explore" mode. The need
isto be ableto visudisethe potentialities of the situation, not
only in respect of where physically to move troops, but also
inimagining the political and mora e effectsof different pos-
sible actions in various situations that might develop in the
environment. The result of Exploration is, as aways, to en-
hancethe speed and effectiveness of later decisionsinvolved
in some future Control function.

4.2.5Visualisation issues for Command and
Control

Command and Control has a particularly wide-ranging
set of demands on visudisation technology. The data typol-
ogy includes dmost all the possible kinds of data, and the
content of the dataspace can be changing very rapidly, in-
volving al the modes of perception, as discussed in the pre-
vious section. Nevertheless, some guidelines can be proposed,
based on the considerations of the previous chapters of this
report.

The commander is concerned with the interactions of in-
dividual entities, not with the density of some property dis-
tributed over a 3-D space. Thisimpliesthat if the display is
3-D, the "Dataspace Fog" problem noted in Chapter 2 isun-
likely to be an issue. It is sensible to contemplate providing
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the commander with a 3-D display of some kind (several
possibilities are described in Chapter 5).

Thereare, however, several kindsof thing the commander
might wish to see that have a"field" property—an attribute
that is continuously variable over someregion. For example,
the commander might wish to see the coverage of enemy
fire over a region through which an attack was being con-
templated. Every point ontheterrain would haveavauethat
could be computed from data about enemy positions and
weaponry, and this value could be displayed as a colour as-
sociated with each pixel inaterrain display. Theterrainwould
then be shown as if painted with colours representing the
degree of danger, rather like a coloured contour map of ter-
rain elevations.

Thiskind of display, however, might well beinadequate,
because the commander would probably want to seewhence
the danger came, what kind of danger it is, and the degree of
certainty associated with it. The computed value a each pixel
has suddenly acquired severa attributes other than the de-
gree of danger. The danger might be from small-arms fire,
meaning that there was little risk to adequately armoured
vehicles, or it might be from anti-tank weaponry. Or the in-
telligence might be inadequate to determine what weaponry
was available to the enemy, or even whether a potentially
dominating position was occupied. Even if al these things
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Figure 4.2 Atrivial example of the sort of icon map that
might be used to show a field of orientations of three
"kind" attributes, such asthe direction and severity of a
source of danger and the nature of the danger. Thisicon
map depicts nine attributes for each point, but could
show many more. The pointers could vary in intensity or
breadth to show, say, the uncertainty associated with
each danger estimate.
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were known for all the enemy positions, each ground point
till would be associated with a degree of risk from each
enemy position—a set of relationship attributes rather than
numeric values. These relationships cannot al be displayed
on a 2-D surface as lines connecting the representations of
the ground point and each enemy position, since every pixel
of the display would be surrounded by afan of overlapping
lines.

Thiskind of visualisation requirement arguesfor anicon
map of some kind. Not every pixel is depicted with its at-
tributes. Instead, a display area of severa pixels is devoted
toeachicon. Theicon might beformed with spikesthat could
point to asource of danger, the length or density of the spike
might indicatethe gravity of the danger, and the col our might
indicate the nature of the danger. Figure 4.2 shows a trivia
example of thiskind of icon map. The map shows a substan-
tial danger from onekind of weapon to the northeast, amod-
erate danger from ancther kind from the north (from which
the central region of the map is shielded), and aminor dan-
ger from a third kind from the northwest, from which the
region in the southeast is almost out of range.

This particular icon map may be badly chosen, because
the triangles could easily be interpreted as shadows from a
light source (the danger) in the direction opposite to the di-
rection in which they point. A designer must remain aware
of the possibility that the user may use an unintended cogni-
tive metaphor to misinterpret the display.

To some extent this problem can be ameliorated by user
training and familiarity with the displays, but if the user's
naiveinclination wastoward afalsemetaphor, that falsemeta
phor might well resurfacein times of stresswhenit could be
most damaging.

The commander needs to know many different things
about the situation, and not al can be, or should be, displayed
in asingle icon map. The known or estimated readiness of
friendly or enemy unitsmay be asimportant astheir strength
or their location. Such attributes might be representedina 3-
D extension over an icon fidd such as that of Figure 4.2,
along the lines of the multi-attribute displays of stock trad-
ing shown in Figure 1.2.

The commander needs to be able to control what kinds
of information are displayed, not only because there is usu-
aly too much to be accommodated in a single display, but
morein order to facilitate search mode operationsin support
of decisionsthat must be made. The "right" kind of informa-
tion needsto be displayed, emphasi zing what the commander
islesslikely to know, and about the aspects of the situation
chosen by the commander according to the needs of the mo-
ment, not by the display designer. The commander's ability
to interact with the information is an essential component of
visualisation in both the search and the explore mode of op-
eration.

Therdation of thedisplay totheaerting functionissome-
what paradoxical. Theideal alerting system displaysnothing
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a al until the event for which it is primed occurs (or may
well be occurring). When its "significant event” does seem
to be occurring the display must provide to the commander
not only that information (using the commander'sphysiologi-
cal aerting mechanisms), but also enough context that the
commander can assess the importance of the aerting event,
and whether the event is worth modifying the repertoire of
items being monitored/controlled. We discuss how this may
be donein Chapter 7.

4.3 Networ k monitoring for defence
against intrusion

In both civilian and military applications, networks of
computer systems areincreasingly used. Thereisagrowing
reliance upon an internet/intranet approach to doing busi-
ness, which rai ses questions regarding information integrity,
system reliability and availability and the protection of sen-
sitive information. It is imperative for networked systems
holding vital data to be safeguarded from attack by mali-
ciousintrudersor causal hackers. This meansin practicethe
employment of firewalls as afirst line of defence, and asa
deeper defence the use of network monitoring tools for in-
truder detection.

The automation of intruder detection isfar from simple.
The current state of the art is dominated by rule based sys-
tems. These systems generate either too many false positives
(crying wolf) or missactua attacks. Thisisin part dueto the
fast paced nature of hacking; as soon as one hole in a secu-
rity policy isclosed another oneisopened. Not only this, but
also the capabilities of the individual hacker are continually
being augmented through the resources of anetworked hacker
community.

Current visualisation techniques have been used to lo-
cateintrusionsin logged static data (c.f. the Information Ex-
ploration Shoot-out, http:/iris.cs.uml.edu:8080). However,
effective detection requires near real timeanalysisof events,
so that anintruder is detected and tracked before evidence of
intrusion can be deleted. The datamust betreated asstreamed,
not static asin the Shoot-Out. In addition, the analysis needs
to be context sengitive. Often the intent behind a particular
event only can be estimated in the context of other events
received by the system. With currently available technology,
this type of semantic analysis can be effectively performed
only by a human, which requires effective presentation of
theinformation so that the human can visualise quickly what
is occurring, and respond appropriately.

In this application, the dataspace reflects both a stored
representation of theinterconnections of the network and the
resources, policies, and safeguards of theindividua machines
in the net, as well as a dynamic representation of current
activity on the network, updated in real timeasrapidly asthe
datafrom different parts of the network can beacquired. The
problems are of detecting anomaliesin what ishappeningin
the dynamic part of the data in the context of the "terrain”
embodied in the static part of the dataspace.
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4.3.1 Protection against Network Intrusion
in the context of the " Four M odes"

Protection against network intrusion hasthree distinct

aspects.

Implementation of policiesthat make intrusion intrin-
sicaly difficult by reducing thevulnerabilities of the
individual systemsin the network.

Detection of the occurence of an intrusion attempt

Action during an intrusion attempt to prevent or mini-
mize damage and to determine the source of thein-
trusion.

The implementation of security palicies is outside the
realm of thisdocument, sincethey involvethe detailsof soft-
ware and hardware. But anetwork monitor may well want to
see the degree to which systems in the network implement
prescribed security policies. The presentation by Kuchtain
the 1ST-020/WS-002 Workshop illustrates some ways in
which such an overview might be displayed.

Detection of an intrusion attempt depends in part on au-
tomated techniques to detect common correlates of illegiti-
mate activity, but in greater part it depends on the human
ability to see patterns in complex data. Automatic defences
can counter known methods of attack, but novel attacks are
devised by human ingenuity largely informed by knowledge
of the automatic defence techniques. Human ingenuity is
needed to detect and counter the kinds of attack to which the
automatic defences are vulnerable. Novel though an attack
may be, it is probable that it will contain elementsthat have
characterized earlier attacks, just as a piece of text that con-
tains new ideas will use old words and phrases, or a field
assault in abattle will use old-fashioned firepower aswell as
possibly novel formsof guile and deception. Automatic alert-
ing systems should be able to detect these known eements
of attack technique, even if they are unable to define and
protect against the attack itself.

Alerting. Thereareat least two potentially distinct forms
of aertingin network intrusion detection. Thefirstisthe pre-
defined alert; that is, the network monitor definesin advance
some condition or set of conditionsthat might occur and speci-
fies a wish to be made aware of their existence if they do
occur. If such conditions might exist asasingularity, thenthe
aert could be something as simple as a sound and/or visua
indicator. However, invery large systems, it ispossible, even
likely, that an intrusion attempt might be designed in such a
way asto trigger numerous such alerts at once, to divert the
network monitor from the real danger in the attack. Since
intruderslean toward deception, consideration must begiven
to the possibility that one or more of the dertsisnot indica-
tive of the red intrusion but is being triggered to distract
attention from the actud breach. In such a case, considera-
tion needs to be given the presentation of the derts to pro-
vide secondary information about their relative importance
and meaning (i.e. priority, dependencies among them, etc.).
If theintruder can make the aerting system "cry wolf" often
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enough, the alerting system becomesaliability instead of an
asset.

A second form of aert is more relevant in large-scale
visualisation. Thisform of aert depends entirely on the hu-
man's inherited ability to be alerted by changes in the dy-
namic structure of complex changing patterns. It is semanti-
caly similar to "'l was aerted by his unusua behaviour, his
Nervousness, etc.”, or to hearing the noise of afan only inthe
last ten seconds before the fan shut off. This second kind of
aertisgenerated by theuser's perception of aconditionwithin
the system, even if that conditionis not explicitly defined as
representing a problem.

Availability of this form of dert through the visudisa-
tion process depends on the parameters of the visudisation.
If the problematic condition is dependent upon system at-
tributes which are not reflected in the human-computer in-
terface, the human will not be ableto perceiveit. Sinceintru-
sions of networks are extremely unpredictable and intruders
are highly variable and adaptive, the visualisation process
must try to provide broad coverage of parameterswhich might
be associated with an intrusion while maintaining sufficient
differentiation between normal parametric variation and
anomalous variations. Since the human auditory system is
good at detecting variationsin complex patterns, it isreason-
ableto suggest that network intrusion visualisation might use
auditory rather than, or in addition to, visual presentation.

Searching. "Looking for the Needle in the Haystack™:
This analogy is very appropriate for the network intrusion
problem. What we have is tens of thousands of straws in
seeming disarray. Somewhereinthemidst of all these straws
may be something that is smaller, of different texture and
substance, yet of similar form (tubular). Thequestionis"Does
one of these anomal ous straws exist in the haystack” rather
than "where is the anomal ous straw that we know to exist?'
Most of thetime, thereisno attack in progress, but when one
has been detected, the search is for what it means, where it
comes from, and whether it islikely to be maicious.

The predominant activity in operationa intrusion detec-
tion is differentiating between "normal" activity in the net-
work and its components and activity that pointsto a poten-
tial intrusion. Normal in this context is defined as activity
that is of an authorized character (as defined by policy deci-
sions and their associated enforcement mechanisms) and is
properly specified (asdefined by design and implementation
specifications for the network and its components).

Activity inalarge network isanalagousto neural activity
inthe brain. There may bethousands of devicesin anetwork
and each acts both independently of the network as awhole
and (either synchronoudly or asynchronoudy) as a part of
the entire network.

Monitoring/Controlling. Monitoring/Controlling means
following or influencing coherent changesin some aspect of
adataspace, so these modes are not involved in the detection
of intrudersin anetwork. The actionsappropriatein response

to apossible intrusion, on the other hand, do involve Moni-
toring/Controlling, and they raise different visualisation is-
sues than does the detection of intruders. The user may per-
haps want to follow the behaviour of the intruder to deter-
minetheintent of theintrusion and theresourcesavailableto
the intruder. Or the user may want to change subtly some
component of the network so as to frustrate the intrusion
without warning the intruder that the intrusion has been de-
tected.

Monitoring and Controlling arerel atively straightforward
in computer/communications networks, which are con-
structed artifacts. Instrumentation of various sorts already
exists in most network components for other network man-
agement activities; thisinstrumentation usually includes con-
trol aswell as monitoring. Although each of the components
functions and may be micro-managed on an individual ba-
sis, the network has an aggregate and composite behaviour
(meaning that if one component begins to malfunction or
"misbehave”, the whole network can be affected).

Exploring. To "explore" isto determinethelargely static
base against which events happen. Here, the result of ad-
equateexplorationistheahility to visualisenot only thelink-
age structuresand capacities of the network components, but
also to understand its norma behaviour so that abnormal
behaviours can bereadily discriminated. Exploring provides
the understanding of the patterns of activity that permit the
human network monitor to perceive when things are subtly
wrong—whether because of system malfunction or because
of intrusion attempts.

Assessment of the threat and risk of potentia intrusions
and the associated risksin anetwork and its components re-
quiresthat the vulnerabilities of the network and components
beidentified and understood. These vulnerabilitiesareiden-
tified by Exploration in the form of probing and scanning
each individual component and the network as awhole. In
this process, the displays should allow the user to visualise
configuration information including policiesfor the network
components, and to discover their exploitable functionality.
This background is required not only so that the user can
detect intrusion attempts as they occur, but aso so that the
user can visudise the appropriate actions in respect of par-
ticular intrusions detected.

4.3.2 Visualisation issues for Network In-
truder Detection

Visudising and dedling with network operations (and
detection of intrusions) isanaogousto visualising software.
A network is alarge finite state machine which operates ac-
cording to a set of specifications embedded in definitions of
protocol, data structure, policy, etc. Identifying an anomaly
is similar to debugging software (i.e. trying to identify be-
haviour that is not consistent with that which was intended).
Whether the source of "error" is a design flaw, failure de-
rived from faulty hardware or inappropriate input (e.g. net-
work hacking during an intrusion), the objective isto main-



tain behaviour cons stent with aspecified reference. Network
intrusion is unique only in that it is caused by a source (the
intent, motivation, knowledge and capabilitiesof theintruder)
that is much harder to characterize than either hardwarefail-
ureor logic errors.

Although the description of alarge network and its com-
ponents can be amassive data s&t, it can be characterized by
the standards and specifications that provide network func-
tiondity and can be thought of as (generdly) regular and
orderly. The behaviour of theintruder, however, isgenerally
cloaked in deception (i.e. deliberate effort to appear asanor-
mal and valid activity onthenetwork and to disguiseor elimi-
nate any indicationsto the contrary). It isthisintentional de-
ception that provides the greatest difficulty in identification
of anomalies in network activity that are due to intrusions,
and that provides the key to effective visualisation of net-
work intrusion attempts. The display must allow the user to
visualise transient and relatively small (compared to the to-
tal activity) anomalies.

An important aspect of visualising network intrusion is
that anintrusionisatransient event, not apersistent property
of the dataspace (although the intruder may leave a persist-
ent change in the defensive software), and that after it has
occurred, it may beextremely hard toidentify even with very
sophigticated data forensics. For example, the theft of eec-
tronic dataleavestheoriginal dataintact and unmodified and
all other traces of activity can be erased from persistent stores
(such as log files) if they are not adequately designed and
protected. The implications are that, for visualisations de-
rived from "live" data (i.e. actua activity on the network),
persistence needs to be built into the visualisation in much
thesameway as specia phosphorswere developed for high-
persistence oscilloscopes to allow the capture of transients.

4.4 Event Stream Analysis

Event stream analysis addresses the problem of analys-
ing the vast quantities of data generated during human/ma-
chine interactions most of which are completed before the
analyss. Theseinteractionsrangefrom computer smulations
to monitored live engagements. The data collected are a po-
tentially useful resource for analysts, perhaps to determine
how to make a system in design function better, perhaps to
develop improved strategies for combat, or perhaps to dis-
cover the cause of aair crash. However, the great amount of
data can make meaningful analysisdifficult, and automation
has not provided the expected pay back.

If the point of the analysisisto discover waysthat things
might be done better, in most cases some novel approach is
required. An automated analysiscan usualy examinethe data
only from aviewpoint that has previously been considered.
It is the human who can produce the novel approaches and
ideas, which meansthat it is the human who visualiseswhat
might be done. Displays of event stream data are in support
of these visualisations, the nature of which may not be an-
ticipated when the analysis begins.

4.4.1 Background

Increasing use is being made of simulators both in sys-
tem assessment and mission rehearsal, where they are seen
as acost effective adternative to live large scale exercises or
trids, or as an dternative to the actual production of novel
operator environmentssuch asaircraft cockpits. Theend prod-
uct usually being a new product, a new strategy, or a new
concept, the smulations allow changes to test the probable
results of using the new idea, something hard to do if onehas
to await the production of the new aircraft before the novel
cockpit concept can be tested, and even harder to do if the
concept fails and the prototype aircraft crashes. Inasimula
tion, the reasonsfor the failure can be probed and the design
modified, or in a battle smulation various strategies can be
compared as responses to possible opposition actions.

Likewise, when simulators are used for training, event
stream analysis can be used to assess the strong and weak
points of the training method, and of the trainee, much more
precisdly than can be done by observing thetraineein anatu-
ral environment. In addition, the increasingly intangible
present-day world threat requiresvery flexibletraining strat-
egies. Re-configurable synthetic environments and compu-
ter-generated forces are seen as ideal for thisrole. In both
training and system assessment, simulatorsare only ameans
toan end and are only as successful asthe subsequent analy-
sis. However, a presentation of the eventsthat occurred dur-
ing the smulation in the form of a printed list isunlikely to
be helpful. A display that aids visualisation islikely to be of
more value.

4.4.2 System assessment

System assessment is carried out in order to provide ad-
viceontheintegrated operation of sensors, mission systems,
weapons, platforms and personnel. To be effective, this re-
quiresthe comparison of many man-in-the-loop simulations.

Thesesmulationstypically use severa teamsof humans
in conjunction with several candidate systems. Each smula
tion run generatesacollection of logfiles. Typically thiscol-
lection includes an audio log, recorded spoken communica
tion among the operating crew; an event log, produced from
thesimulator harness; and geographic information, e.g. ater-
rain database, providing areal world context for the smula
tion. In order to evaluate the candidate systems, information
stored in all of these datasets needsto be made availableina
comprehensible form.

4.4.3 Training and mission rehear sal

Computer based training and mission rehearsal are often
carried out using networks of distributed computers. Thisis
Seen as a cost effective aternative to live large scale exer-
cises. Moreover, just as participants are debriefed after 'live
training exercises, so participantsin simulated exercises ex-
pect an analysis of the exercise within hours of its comple-
tion. ThismeanseffectiveAfter Action Review (AAR) which
requires an analysis of an exercise within hours of its com-
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pletion. Herelog file analysisis needed to provide objective
evidenceto support the subjective views of exercise control-
lers. Thisfast turn around time placesimmense burdensupon
analyststo produce meaningful analysesfrom vast log files.
Frequently several log filesneed to be merged and havetheir
records reordered in order to generate a temporally correct
ordering of events. Thisorderingiskey to the understanding
and review of theexercise and must be preserved in any sub-
sequent analysis and visualisation.

4.4.4 Rolefor visualisation

Thereisaneed for visualisation to assist human
analysts with the following jobs:

Anomaly detection

Simulation validation

Comparison between simulations

Hypothesistesting

Presentation and briefing

Abstract visudisation techniques can beemployed to great
effectinthefirst four roles. However, presentation and brief-
ing often requires an analyst to present the findingsto anon-
technical audience. At this point abstract visudisation is no
longer an effective tool as it does not speak to the anayst's
audience in terms the audience understands. Here recourse
isneeded to domain specific visualisations which communi-
cate using symbology that is understood by the audience.
Figure 4.3 shows a screen shot from a 3D replay of asimu-
lated exercise. Equipment of the different forces are shown
in the symbolic red and blue colours of enemy and friendly
forces. The picture shows some of the attributes of the indi-
vidual force elements, but nowhere near the detail that an
analyst of the exercise would need. An analyst would prob-
ably usevery different kindsof display. Perhapsit might show
variations in fuel supplies or ammunition, perhaps it might
include voice recordings of the players in the exercise, or
any of amyriad of other possihilities.

4.4.5 Event stream analysisin the context of
the" Four Modes'

Monitoring/Controlling. Since the data for an event
stream analysis was obtained earlier, during aseries
of events now completed, it does not change during
the anadlysis. Monitoring and contralling therefore
apply only to the changes of viewpoint that the ana-
lyst may choose. Of course, the analyst may choose
to follow the action through the time of the simula-
tion, giving the impression of real-time events, but
thedatain thedataspace are not being updated while
the analyst does this. Only the analyst's viewpoint
on the datais changing, to simulate the progression
of time,

Exploring. Theuser of an event stream analysisis con-
cerned with the structure of the eventsthat occurred.
Exploration is therefore the mgjor mode to be used.
The display should ease the anadyst's task of discov-
ering any important relationships among the events
inthe stream, or of illustrating to a briefing audience
the important factors that must be understood.

Searching. It may be that the event stream anaysisis
being done to discover the reason for some occur-
rence, asit would be, for example, inthe analysis of
the"black box" recordings after anair crash. In such
a case, the analyst is searching for evidence of an
anomalous relationship among events. Normally,
however, searchisnot very much usedin event analy-
sis, unless one treats the exploration of the structure
as search when it is in support of finding ways to
optimize or strengthen the resilience of some sys-
tem.

Alerting. Sincethe dataspaceisfixed during the anay-
sis, aerting cannot apply to the real-time detection
of significant event structures. But it can apply, for

Figure 4.3 Sample screen
shot froma VRML
briefing presentation. In
the actual presentation,
the user can change
viewpoint, asif flying
through the simulated
scene.



instance, to the occurrence of significant event struc-
turesin areplay of a simulation, where the time of
the past eventsisrecreated inthetime of the analyst.

4.4.6 Visualisation issues for Event Stream
Analysis

Since event stream anaysisis used for so many different
tasks, itishard to generalizethevisudisation issuesthat arise.
Primarily, the need is for the user to see theinter-event rela
tionshipsthat areimportant for thetask at hand, whether the
task be anomaly detection, briefing, optimization, or stress
testing of systems. What they have in common is this need
for away to display causa and temporal relationships, and
this need is in common with the requirements aso of the
next example application—task analysis.

4.5 Task Analysis
4.5.1 Background

As a visualisation problem, task analysis has much in
common with software analysis. Task analyses describe in
painful detail what system operatorsand maintainersare sup-
posed to do in lines of text that are analogous to lines of
computer code. Just asin alarge software system sometimes
one module must complete its work before another can be-
gin, so sometimesan operator must wait for onetask to com-
plete before another can begin. Conversely, sometimes one
software module or operator task can be performed whilein
parallel another issmultaneoudy doingitsjob. Modulessend
messagesto one another, aperson doing onetask can change
external conditions that may affect a person doing another
task.

Both software and human usersinfluence and are influ-
enced by external conditions; in software analysis this may
or may not be central to the operation of the software, but in
task analysisamajor objectiveisto study theinteraction be-
tween the operator and the operator's environment.

Both software and task analysis may be concerned with
resource limitations in the underlying processors—silicon
hardware or the human mind and body. Software may need
torun onasingle-processor system that can handle only one
process at atime, smulating parallel processing by switch-
ing rapidly from one process to ancther, or it may run on
severa intercommunicating processors at the same time.
These possibilities have different implications for the reli-
ability of the software. Likewise, humanshavealimited abil-
ity to perform several tasks at once. A single high-level task
often involves coordination among many different subtasks
that are performed in parale. The ability to perform this
kind of coordination depends greatly on the training and the
native ability of the human, and task analysis may have to
consider this aspect of the problem. It may be important to
be ableto visudise how atask might be performed either by
anovice or by an expert.

Thereisonevery significant difference between software
analysis and task analysis—the inconsistency of the human
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operator. In a software analys's, one assumes that the com-
puter will faithfully execute whatever commands are in the
code (though vagaries in the data may make a component
fall that seemed to be working well). The human operator
may bedistracted, incompetent, or just contrary, or may some-
times perform the task effectively but in an unexpected way.
The bugs in software can be fixed by atering the software;
the bugsin human performance cannot. They must be antici-
pated and tolerated in the design.

4.5.2 The problem

The operator's tasks in amodern system such as an air-
craft can run to 10,000 entries (ten basic functions each de-
composed into ten subfunctionsrecursively through four lev-
els) with up to 40 fields of information describing each task,
its links to other tasks, stimulus, response, feedback, time,
tolerance, etc. These listings are currently reported in page
after page of text, perhaps hyperlinked, perhaps supported
by diagramsand graphs. Current approachesto task anaysis
present the following problems:

The individua analyses are equivaent to describing
all the trees, but lack the ability to convey what the
forest lookslike. In particular, the static decomposi-
tion does not convey the complexity of task inter-
relationships. In this sense the analyses suffer from
the same limitations as the techniques used to de-
scribe the behaviour required of systems, such as
functional decompoasitions, function flow diagrams,
sequence and timing diagrams, data-flow diagrams,
etc. The representations are static and two-dimen-
sional, whereas the behaviour being described is
dynamic and multidimensional.

Possibly as a consequence of thefirst problem, there-
sulting reports occupy severa feet of shef space,
and arelargely ignored.

Improved ways of documenting and visualising task
analysisinformation areurgently required. Some attemptsto
use animation have been made. One example superimposes
icons of eyes and hands on a representation of the operator's
workspace, and playsthe associated movementsinfast time.
Another usesanimation to show the progress of Monte Carlo
models of operator tasksin the Micro-Saint modelling envi-
ronment (apopular task-modelling system). Neither of these
approaches provides the details of the operator's tasks, the
initiating events and the outcomes. Nor can the user interact
with them and search for additional information.

4.5.3 Task Analysisin the context of the
" Four Modes'

Exploring. The primary reason for atask analysisisto
Explorethe structure of thetask, to discover what itsrequire-
ments are for the human or human team that will have to
perform the task, and to restructure the task environment so
that the human-system combination may most effectively do
whatever it is that the task is intended for, whether that be
flying amission in an aircraft, anayzing a battlefield situa-
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tion, finding and tracking submarines, teaching novice car
drivers, or anything else. The task analysis dataspace isthe
structure of the task itself, and contains essentially nothing
that changes in the real-time world of the analyst (although
the visualisation techniques may well involve animated dis-
playsthat do change as the analyst observes them).

Monitoring/controlling. Thereisno overt requirement for
monitoring/controlling in the task analysis itself, except in-
sofar astheanalyst cannot see dll of the very large dataspace
a any one moment, and must changetheview onto it as part
of the process of discovering the ramifications of thisor that
assumption forming part of the analysis. Such controlling is
part of the Exploring mechanism of the analysis, not an es-
sential part of the analysisitself, asit iswhen the visudised
dataspaceitself changesinred time.

It is easy, however, to imagine as part of the analysisan
animated simulation of an operator performing a task, in
which the anadlyst usesthe simulated senses of the smulated
operator to perform thetask—in other wordsto perform moni-
toring and controlling actionsin the smulated world. Inthis
mode, the visualisation of thetask analysiscomesvery close
to rapid prototyping of the task environment. The two are,
however, digtinct. The task analysis of, say, an aircraft cock-
pit may indicate that at acertain point the pil ot needsto know
theairspeed. It does not say how the pilot reads the airspeed.
A simulation of the task environment in a rapid prototype
creates a display from which the simulated speed may be
read. Thetask analysis may show that such adisplay must be
readable without at that moment in the task interfering with,
say, the pilot'sforward view. The simulation shows whether
the proposed display fulfills that requirement, or whether a
different kind of airspeed display should be used.

It isaso easy to imagine an integrated task analysis and
redesign system, in which the analyst may spot a potential
problem and alter something about the task specification (in
analogy to on-line software debugging). The andyst would
then need to monitor the effects of the change on other de-
ments of the task, and perhaps ater the redesign to correct
problemsthat thefirst fix inadvertently introduced. This, tech-
nicaly, is Controlling: bringing the state of the task design
nearer to areference condition of being problem-freefor the
eventual user.

Searching. The problem with the current task anaysis
environment isthat the dataspace istoo large for the analyst
to comprehend at once. The analyst is looking for critical
conditions in the task where performance may be compro-
mised, particularly those critical conditions that prevent the
mission from being accomplished. Sometimesthecritical item
isburied in what may seem like atrivial element of thetask,
asin the children's doggerel "for want of a nail the war was
lost." The search, then, is looking for such critical condi-
tions, which often may be found by following atrail of po-
tentially critica possibilities along the lines of " Subtask 1.3
requiresthe successful completion of subtasks1.3.2and 4.7,

which require... which require the human to know the value
of x which can only happen if subtask 4.7 is momentarily
abandoned.”

Alerting. Alerting is not normally considered an aspect
of static dataspaces, being an automated notification that
something of potential interest has happened in red time.
But the concept can be useful when alarge dataspace is be-
ing searched, if the conditions for the current search can be
specified well enough to restrict usefully the region of the
spacethat needsto be searched. For example, if atask analy-
sisreport includesacritica |oop such asthe one suggestedin
the "Searching" paragraph, an automated follower of links
inthereport might beabletofindit, andto highlight it so that
the analyst could easily seethe problem.

4.5.4 Visualisation issuesfor Task Analysis

Since the main mode for task analysis is Exploring, the
display must be most conduciveto visualising the structures
and interactions of thetask, and to helping the analyst move
interactively through the structure as issues occur. The dis-
play should highlight those components of thetask structure
that might raise issues, such as parallel operations of mod-
ules, modules particularly susceptible to problems with hu-
man performance limitations, and so forth. The kinds of re-
lationships that demand this kind of highlighting may differ
among task domains, but they will exist in most task do-
mains. Animated replays, bothin fast timeand in dow time,
not only of the physical sceneviewed by an outside observer
or from the operator's viewpoint, but also of the dependen-
cies and interferences among subtasks and of the informa-
tion flows, are likely to be an important part of the explora-
tion.

A significant part of the problem isthat most of thetasks
treated in complicated task analyses are performed in avari-
ety of environments, not all of them benign. Just aswith soft-
ware there may be data conditions that reveal an otherwise
invisible flaw, so atask may be easily performed in many
environments, but be lethdly difficult under some untested
environmental conditions. One of theissuesfor visualisation
systemsisto makeit likely that such critical environmental
conditionswill be found. Thisisnot an easy problem.

4.6 Conceptual Content of Text

4.6.1 Introduction to concept visualisation

Theideaof visuaising the content of amassive database
of documentsmay seemalittlestrange. Itisnot so far-fetched,
however, if one realizes that when one reads a book, one
often visualisesthe scenery, people, and eventsit relates. The
text content existsonly in order for the reader to perceivethe
matter being discussed. The words are only a means to an
end, and in any specific case, other words might well have
done the same job better. When one considers the idea of
visualising the content of text in this context, the ideathat a
computer might create displays that support it isalittle less
strange.



Computer-based visualisation has not reached the state
a which the computer can generateimages suggested by the
content, but it can determine enough of the content to recog-
nize when two documents are dealing with related subject
matter. There are several commonly used techniquesfor do-
ing this. The simplest may beto compare the distributions of
usage of moderately uncommon words in the texts. It does
not help to notice that both documents use common words,
suchas"the" or "and," except to show that they arewrittenin
the same language, and since the same conceptua content
may well be expressed in documents written in unrelated
languages, the co-occurrence of such commonwordsisworse
than useless. Almost all textsin English contain thosewords,
and similarity measures based on them will be uninforma-
tive. Nor isit very useful to rely on uncommon words, be-
causetheir rarity in itself makesthe gtatistics unreliable.

Many studies have produced lists of the probabilities of
encountering specific words in randomly selected textsin a
specific language. In determining what concepts a text cov-
ers, the most informative words are those that would be un-
likely to occur in atext of that length on arandom topic, but
do so more than once in sufficiently long texts covering the
topic to which those words refer. The multi ple occurrence of
a moderately uncommon word means that the topic of the
text very probably relates to the meaning of that word.

Even with less common words, smply to note that cer-
tain keywords exist in both documents is insufficient. Most
words have more than one meaning. Furthermore, any word
may be used as an example, without reference to its mean-
ing. If three texts al use the term "commander,” one might
be talking about Naval ranks, another about models of auto-
mobile, whereas the third might be presenting the answer to
acrossword clue. However, if, in addition, al the texts use
"commander" several times, and dso use "staff," "officer,"
"enemy," "control," and related words, it is very probable
that al of them concern command and contral. It is very
probable, but not certain. This paragraph itself provides a
counter-example.

Counter-examples may well be unimportant when it
comes to concept visualisation, sinceif there are only afew
documentsin the dataspace, the user can quickly skim them
to seewhether they warrant more careful reading, and if there
are millions, the objective of the visualisation islikely to be
to discover asubset within which some concept of interestis
likely to be discussed.

The existence of keywords in a document text is avery
simple indicator of its conceptua content. Other, more sub-
tle, indicators are used in most document visualisation sys-
tems. Proximity relations can be used, for example. If "com-
mand" occurs in one part of a document and "contral” in a
different part, the document is unlikely to be dealing prima-
rily with "command and contral." But if most of the occur-
rences of each are close to an occurrence of the other, the
document is highly likely to be dedling with command and
control.
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Following the proximity notion further, if in randomly
selected texts one word often occurs in the neighbourhood
of particular others, those words are likely to be related to
similar topics. For example, "bacteria," "virus," "disease,"
and "immune" are relatively uncommon words, but when
any one of them occurs, it is quite probable that more than
one of the otherswill befound nearby. They do not mean the
same thing, but they belong to the same conceptual domain,
and a document dedling in that conceptual domain islikely
to be of more professional interest to a physician than to a
physicist. "Physician” itself will have some membership in
that same conceptual domain, asit will in an unrelated con-
ceptua domain that alsoincludes professionssuch as"physi-
cigt," "teacher," "professor,” "lawyer," and "architect.”

The "conceptua domain” idea has been formdized asa
"concept vector." A "concept vector” isavector in aspace of
high dimensiondlity. The basis vectors of this space repre-
sent somearbitrary set of unrelated conceptsintermsof which
all the concepts of alanguage can be represented. Using the
examplesof the previous paragraph, two such basic concepts
might be characterized as"to do with health" and "to dowith
academically advanced professions." Figure 4.4 illustrates
how a few of the example words might fit into those two
dimensions of such a space.

In aconcept vector space, words that look very different
will beclosdly alignedif they haveclosdly related meanings.
Figure 4.5a suggests how the words "physician” and "doc-
tor" might be related in the 2-D space of Figure 4.4. How-
ever, if another basic concept is added to definea3-D space,
words that were closely aligned may separate, as do "virus'
and "bacteriad’ or "physicist” and "lawyer" in Figure 4.5h.

Words mean different things in different contexts. "Vi-
rus' is related to computers and to health not because any
one use of theword relates to both concepts, but because the
same letter string is used to sometimes to refer to a concept
involving computers and sometimes to a concept involving
health. Which meaning is intended in a particular case is
normally clear from the context—a context defined by the
co-occurrence of othe words relating either to computers or
to health. For example, if near to an occurrence of "virus' the

Figure 4.4 Concept Health
vectors. Some words
related to health or to
academic professions
are shown as vectorsin
a 2-D concept space.
"Physician” isrelated
to both concepts. The
other words are
probably shown too far away from the concept on which
they mainly project. A real concept vector space will
have very many dimensions, rather than just two, and the
basis vectorswill not be labelled asreadily as "Health"
and "Profession.”
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word "physician” or "doctor" is found, "virus' is likely to
refer to amicro-organism causing disease, not to a piece of
dangerous software propagating copies of itself among com-
puters. Such co-occurrences are used both to definetherela
tionships of words that congtitute a concept vector space,
andto assessthe conceptual content of apiece of text, whether
it be a phrase, a paragraph or abook.

In aspace of high dimensionality, any randomly chosen
direction isamogt certainly amost orthogonal to any other
randomly chosen direction. In particular, the concept vector
associated with any particular word will have aprojection of
nearly zero onto almost al of the basic concept directions
(as, for example, "bacteria’ and "lawyer" are shown as hav-
ing almost zero projection onto "computers' in Figure 4.5b).
If the projection of aword onto the direction for another word,
or onto abasic concept direction, isappreciably different from
zero, then that word almost certainly occurs in documents
that relate to the other concept, as "virus' but not "bacteria’
may occur in documentsrelating to computers. At least some-

Figure 4.5 (a) If two words have similar meanings, they
will be closely aligned in a concept vector space. In this
hypothetical example, "doctor" is shown as being closely
aligned with "physician" though being perhaps a little more
related to "health" and a little less related to "profession”
than is"physician.” (b) A view of some of the same words
from Figure 4.4 in a 3-D concept space formed by adding
the basic concept "Computers' to "Health" and
"Profession.” Both "virus' and "physicist" have a greater
conceptual relationship with computers than do "bacteria”
or "lawyer." In the 3-D concept space "lawyer” and
"physicist" are well separated, as are "virus' and bacteria.”

times, a word with a substantia projection onto the vector
for another word has a meaning with connotations of the
other concept. "Doctor” often connotes'physician” and vice-
versa,

The words in a document have many different possible
connotations, but if many of them have substantial projec-
tionsin some common direction, then the document islikely
to be "about" the concept that has that direction in the space.
Thisdirection, determined most smply by taking the vector
sum of the concept vectors of its words, defines a concept
vector for the document asawhole.

In adataspace of many documents, each document (and
each segment of each document) can be assigned a concept
vector. When a user wants to find documents "about" a par-
ticular concept, the relevant documents are not those that
contai n thewords chosen by the user to define the concept of
interest, but those for which the document concept vector
projects strongly onto the concept vector defined by the us-
er'sway of expressing the topic.

For some uses of the concept vector approach in visual-
ising dataspaces of many documents, see Wise (1999; an
earlier draft is annexed to the Web version of this report).
Without explanation, which can befound inWise, we present
in Figure 4.6 some displays based on context vector repre-
sentations of a dataspace of many documents.

Figure 4.6. Three representations of a space of many documents. The
representations are based on a concept analysis of the documents (see
Wise, 1999, for their explanation).
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4.6.2 Visualising Documentsreturned from a
Search Query: SearchScape and Textscape

The purpose of the SearchScape document visualisation
systemisto assist intheinterpretation and analysis of results
from queries againgt large text-based databases. The display
uses shape, location, color, brightness, and other graphical
type encodings to provide the user with some insight as to
the relevance of the document to the origina query. Ideally
this eliminates the need to read the contents of each docu-
ment returned in order to decide its relevance.

Thevisualisation layout isbased on theideaof " Concept
Lines'. A concept lineisalinefromamulti-line query which
containskeywordsthat relateto aspecific user assigned " Con-
cept”. The application allows the user to assign " Concepts'
to their query lines and subsequently assign the " Concepts'
tothe axesof agrid for the Visualisation. The user then sub-
mitsthe query and the results are displayed asshownin Fig-
ure 4.7, where each cell contains the document "hits" which
result from the logical AND of the intersecting concepts. In
thisexamplethe user isinterested in the documents returned
from the intersecting concepts represented on the two axes
of the base plane. One of the documents has been "brushed"
to show more.

The presentation uses"dabs’ to represent the documents,
where the length of the dab is proportional to the length of
the document. In this example the documents are sorted by
length and the brightness of each dab is proportional to the
keyword density. Theseare both user configurableencodings.
Available metrics for encoding include: the number of key-
word hits, the number of different keywords, and the rel-
evancy ranking. Sinceit is possible that the same document
may bereturnedin morethan onecell inthelandscape, iden-
tical documents will be displayed in the same distinct color
(e.g. greenin Figure 4.7) should the user move over one of
the documents.

The "stripes’ on the dabs represent where in the docu-
ment akeyword hit occurred, and athoughitisnot shownin
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Figure 4.7. A screen shot of an interactive SearchScape
presentation. Documents are represented at the

inter section of the two axes representing some property
of the document such asthe existence in it of selected
keywords. A given document may be represented in
several cells, and a document “ touched” by the user
shows up as a distinct colour (here, green) in all the
different cells. The locations of the keywordsin the
documents are shown as tick marks on the block
representing a document. In this display, one of the green
documents has been “ brushed” by the user, resulting in
a display of more information in the dark semi-
transparent panel.

Figure 4.7 an option does exist for the user to highlight oc-
currences of specific keywords. Another configurable op-
tion is the use of brushes; the user selects adab of the dis-
play in "brushing mode," in order to display more informa:
tion specific to the document being brushed. A popular use
of abrushisto display thelines of text surrounding the key-
word hits. The dark rectangle in Figure 4.7 shows informa:
tionidentifying the name of the brushed document, displayed
in a space independent of the 3-D space of the main display.

Thevisualisation isdesigned to beinteractive. Userscan
navigate through the landscape, select and view document
contents, and remove documents from the view. Alternate
views of the query results are available, for example each
cell can have an axisof itsown such asthe'number of unique
keyword hits vs. 'number of keyword hits, where the docu-
ments are represented as blocks of height proportiona to
document length.

The TextScape system at DERA Malvern (UK) issimilar
in concept. The display example shown in Figure 4.8 illus-
tratesafew of itsfeatures. One of the document symbolson
the"cityscape" has been brushed, showing someidentifying
material inthe small blue rectangle. Some text from another
previoudly selected document is displayed in the lower |eft
sub-window. On the left side of the figure are some indica

TextScape Screenshot
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Figure 4.8. A screen shot from the TextScape document
visualisation system.
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tions of selectable display possibilities, thedetail of whichis
unimportant here. We return to this system in Chapter 7.

4.6.3 Visualisation issues for Text represen-
tation

Monitoring/controlling will not beapplicableif the docu-
ment universeisadtatic library. But if the text documentsin
question come from a flow of battlefield messages or ec-
tronic intercepts, they refer to changing patterns of events.
To monitor the use of certain concepts within the flow of
words may be essentia to the user's ability to visudise the
situation. The monitored concepts may occur only infre-
quently in the message flood, so one of the jobs of the en-
ginesisto filter the messages so that those that refer to the
monitored concepts are displayed in a way that alows the
user to perceive the linkages among them.

Alerting. If the messages of interest form a very small
part of a message stream, the user may not be concerned to
monitor them, but may need only to be aerted when mes-
sagesof potentia interest arrive. The user may bedoing some-
thing entirely different at the time. Alerting conditions may
involvemany different conceptual structures, whereasmoni-
toring ordinarily involves one or afew concepts a atime.

Searching. Especidly in alibrary or the equivaent ar-
chive, it isvery common to search for material relevant to a
topic of immediate interest, or to seek the answer to a spe-
cific question. Effectivevisualisation of the conceptual struc-
ture of the documentsinthelibrary, asrel ated to the question
or topic, would greatly facilitate this search process.

Exploring. Inadocument space, exploringimplieslearn-
ing something about the content of the documents and the
relationships among them. Exploring the dataspace of a li-
brary iswhat students do much of the time. Aswith search-
ing, a visualisation of the conceptual relations among the
documents in the universe would assst the user to develop
an understanding of the conceptual implicationsof their con-
tent. Varioustechniques for making such displays have been
proposed and demonstrated. Wise (1999) illustrates some of
them.

4.7 Passive Sonar

4.7.1 Background

Theterm "sonar" genericaly refersto the determination
of what isin a body of water (or air) by the use of sound.
There are two kinds of sonar, active and passive. Active so-
nar relies on echoes of sound emitted by the entity that is
trying to understand what is in the water, whereas passive
sonar depends on the detection of sounds originating in the
water and thethingsinit.

Inthemilitary context, the user isordinarily interested in
knowing whether there are enemy submarines in the ocean,
and if so, where they are and what they are doing. Active
sonar isthe kind shown in World War |1 movies, accompa-
nied by "ping" on the sound track. It has the disadvantage
that the submarine can hear the detector, but the advantage

that the detector can determine from the echo delay how far
away thetarget is, and with sophisticated pul se shaping, can
determine something of the shape of the target. With appro-
priate processing, active sonar can become side-scan sonar,
providing detailed images of what isin the sea or on the sea
floor. We are interested here, however, in passive sonar.

A passive sonar system typicaly consists of a string of
hydrophones towed behind a ship, but static arrays of
hydrophones may be anchored to the seafloor, or dropped as
buoys by aircraft. Arrays of hydrophones are used because
only by using an array can the direction of asound be deter-
mined. A single hydrophoneisomnidiectiona or hasabroad
directional response, which usually isnot useful in the mili-
tary context. Ordinarily, if an enemy or unknown submarine
is detected, the commander wants to know where it is and
how it ismoving.

There are many sources of sound in the ocean. Breaking
waves and turbulence produce broadband noise that can ob-
scure the faint sounds of submarines that are designed to be
quiet. Living creaturesin the ocean use sound for their own
purposes. Surface ships, including the ship towing the array,
make noises that are often similar to those made by subma-
rines. Indeed, during the Cold War, it was not unknown for
Soviet fishing vessalsto be constructed so asto simulate and
to mask the sounds of Soviet submarines that might try to
hide under the fishing fleet.

Sounds in the ocean do not travel in straight lines. Tem-
perature and salinity gradients bend the sound wavesin the
same way that differences in the refractive index of glasses
bend light waves. Often, a sound produced at the surface
will propagate downward initialy, but will gradually bend
upward again until it hits the surface, where it will be re-
flected back down again. The sound received at a particular
| ocation may havebounced severa timesbeforeitisdetected.
One consequence of thisis that a nearby source of agiven
intensity may beinaudibleto the hydrophone, whereasamore
distant source of the sameintensity isheard "loud and clear."
Bending sound waves can also give submarines places to
hide from sonar arrays. Another consequence of this bend-
ing of sound waves is the existence of sound channels. At
certain depths, it can happen that sound waves propagate in
theway light doesin afibre optic system, being bent and re-
bent so asto stay in the channel. Such sounds can be heard at
intercontinental distances with relatively little loss. These
effects mean that sound intensity cannot be used as a good
clueto the distance of the source.

4.7.2 Visualisation issues for Passive Sonar

Theusua objective of acommander taking advantage of
apassive sonar system is to discover whether there are any
enemy submarines (targets) within theregion of interest, and
if thereare, to track them and determinetheir intentions. Only
in actual war doesthe requirement go further, to the destruc-
tion of the enemy. The visuaisation requirement therefore
has two elements: aerting and monitoring/controlling.

Ideally, no human would need to look at or listen to a
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display of the hydrophone output until an autonomous alert-
ing system had determined that there was a reasonable like-
lihood of atarget being in a particular small region of the
very large dataspace. The autonomousaerting systemwould
then notify ahuman, who would determine whether the pos-
sible target was something worth monitoring, or should be
ignored. In practice, thisideal is unachievable with present
technology. Humans have to observe some representation of
the hydrophone output so as to detect potentid targets, be-
cause automated systems are as yet inadequate to discrimi-
nate the faint sounds of an initial detection from the other
sounds that fill the ocean. Humans do better, but because
targets are rare, and the dataspace large, humans can easily
miss targets that are obvious once noted.

What isthe dataspace, and what characterizestargets?In
raw form, the dataspace consists of every sampleof thewave-
form received by each hydrophonein the array. It would, in
principle, be possibleto transform the hydrophonewaveforms
into a frequency region audible to the human, and to allow
the human operator to listen to each signal in turn. In prac-
tice, the outputs of many or al of the hydrophones in the
array arecombined in such away asto emphasizethesignals
from one direction at the expense of signals from other di-
rections, to form what is called a"beam." Many beams are
formed at once, covering afan of directionsin the ocean, as
suggested in Figure 4.9.

A sound emanating from any onedirectionislikely tobe
heard in more than one beam. Figure 4.9 shows a sharp cut-
off of the overlap between adjacent beams, but thisisunreal -
igtic; the beams actually merge more smoothly into one an-
other. The direction of asound in the ocean could be identi-
fied with reasonable precision by taking into account the ra-
tio of intensities detected in adjacent beams. A sound from
thedirection in which beam number N pointswould be most
intensein beam N, but would probably be detectableat |ower
intensity in beams N-1 and N+1. In fact, for any desired di-
rection, abeam most sensitive to sounds from that direction
can be constructed from the hydrophoneinputs. Many sonar
systemsincorporate a" steerable beam™ for which the direc-
tion of best sengitivity is changed according to the momen-
tary needs of the operator.

A submarine emits from its various motors and engines
highly tuned sounds at several well specified frequencies.
The set of frequenciesisdiagnostic of thekind of submarine,
and does not change over time except for such events as
motorsturning on or off, but the movement of the submarine
relativetothearray can causedoppler shiftsinthefrequency
set. These doppler shifts can be used to deduce something
about the mations of the target, although the distance of the
target cannot be determined from the sonar signals.

With al these beams, and with alarge number of sound
sources in each beam, most of them uninteresting, how can
the dataspace be displayed so that the operator isableto visu-
alise what is happening to the targets, if there are any to be
seen? The simulated examplesin Figures 1.8 show one op-

53

tion often used. At the operator's discretion, the display may
show either arecent history of all thebeamsat low frequency
resolution, or of onebeam at high frequency resolution. These
aretwo-dimensiond dicesthrough thethree-dimensiona data
space, but they are not well designed to take advantage of the
information that isknown apriori about the potential targets.
No matter whether the user's problem is to detect targets or
to track them once detected, it must be easier for acomputer
to align signals from the frequency constellation associated
with the possible targetsin alibrary of targets than for a hu-
man to detect through the datafog that the barely detectable
lines at the associ ated frequencies bel ong to one of the many
possible kinds of target that might be in the ocean.

4.7.3 Sonar displaysand the four modes.

The displays shown in Figures 1.8 are based directly on
theincoming data, with no reference to the sort of thing that
might constitute atarget. One can imagine instead a display
based on the needs of the user to detect targets A through Z if
they exigt. If a specific target emits a known set of spectral
lines, the occurrence of any one of them by itself inthesig-
nal from a particular bearing is not significant, but it does
enhancethesignificance of theoccurrence of any othersfrom
the set. Accordingly, adisplay could be imagined in which
each of several potential target types could be represented by
arosette such asthat of Figure 4.9, but in which thelength of
the sectorswould represent thelikelihood that thesignal from
that direction represented atarget of the given class, and not
background noise. Other possibilities may be suggested, but
what kinds of displays are appropriate depends on the user's
needs.

Most of the time, the sonar operator isin Search mode.
The question asked is either "Does this dataspace contain a
target” or "Where in the dataspace is the target | believe to
exist?' Once atarget has been found, however, the user may
shift into Monitoring mode, tracking the target as it moves
relative to the hydrophone array. The desirable displays are
different in thetwo cases. Explore mode usually makeslittle
sense in the Sonar context, at least in respect of learning the
locations of emittersin the sea, since the very essence of the
task isthat the dataspace is changing continudly.

This beam is most sensitive
to sourcesinthis direction

Figure 4.9 An
impression of multiple
beams that might be
formed from a passive
sonar array. One beamis
shown shaded. Each

sector represents very ____\__\_____ '
crudely the sensitivity of h"'"‘
one of the beamsto

sounds from that range of
directions. It does not
indicate anything about
the distance of a source
in that direction.
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However, there are at least two instances in which Ex-
plore might be usable. One isin the presence of dow-mov-
ing ships whose presence is likely to continue and whose
location changesonly dowly. Knowledge of theacousticsig-
natures of such ships could reduce their ahility to interfere
with signalsthat might indicatethe presence of atarget. They
form the "terrain" against which the dynamically changing
signals appear. The other is the exploration of the acoustic
structure of the sea, which depends on temperature and sa-
linity gradients that change relatively dowly. These deter-
mine how the acoustic emissionsfrom different placesinthe
ocean are focused toward or away from the detector array.
Analysis of these structures can suggest places in the ocean
where submarines might hide (see the discussion of linked
viewsin Chapter 7).

Although the sonar operator is largely in Search mode,
the situation has some aspects of Alerting, as well. The
dataspaceistoo large for the operator to see all of it at once.
Any assistance that automated detection systems might pro-
vide without interfering would be welcome. Since it is not
presently possible for an automated system to detect targets
as accurately as a human can, an derting system could at
best draw the user's attention to regions of the dataspace that
might harbour a target. Upon being alerted, the user could
choose to concentrate the Search process to that region of
the dataspace. Using hypothetical numbers, if one assumes
that there are some 100 types of known target, and 50 beams,
thereare some 5000 cellsinatarget x direction” space. Such
a space could be displayed, each cdll in an array being col-
oured with the colour and intensity representing the current
automatic assessment of thelikelihood that the particular di-
rection contains the specified target. One potentially useful
variant of this might be to use the cell colour to indicate the
doppler shift of the potential target, but to do so would beto
lose the possibility of using colour as an aerting indicator.

In use, such acelular display might supplement, but it
could not replace the kinds of display shown in Figure 1.8
sinceit is quite possible that targets exist for which the fre-
quencies are as yet unknown. Such targets cannot be pro-
grammed into any automated collator of target frequencies.
In use, the cellular display might be linked to the standard
display in the sense that if the operator selected a cell of in-
terest, the corresponding beam display would be shown with
thefrequencies used to colour that cell indicated. Thiswould
enablethe operator to concentrate hisinterpretive powerson
those parts of the ocean most likely to contain atarget.

Many other display types are possible, and many have
been tried. One issue of particular concern is that the fre-
quency-time plots eliminatethe possibility of detecting tran-
sients, and sometimesatransient noise caused by theclosing
of adoor or theflushing of atoilet may bethefirst cluetothe
presence of a submarine. To hear thiskind of sound, opera-
tors may use an auditory display of the raw or transformed
waveforminoneor morebeams, or based onthe hydrophones
directly. Hearing is better than vision at extracting informa-

tion from transient events, so it isappropriateto use acoustic
displaysto aid the visualisation process.

4.8 Application issues summary

Different applications have different requirements. That
muchisobvious. But the applications mentioned in thischap-
ter, though drawn from widely different military environ-
ments, show that there can be significant commonalities
among their visualisation requirements. There is much in
common, for example, in the displaysthat are well suited to
software analysis, network intrusion monitoring, and event
stream analysis. To be sure, each hasitsindividual require-
ments, but each concerns the effects of one element on an-
other in anetwork of interconnected el ements. Task analysis
and software analysis likewise have common requirements,
even though task analysisrelates largely to studying the hu-
man operator whereas software analysis is concerned with
eventsinside acomputer. The electronic warfare component
of command and control (which we did not describe in this
chapter) has much in common with the passive sonar prob-
lem.

In each of these applications, one or more of the four
modes of perception is prominent. When Searching or Ex-
ploringisimportant, the user hasto be ableto seewhere new
views on the dataspace can be obtained, and hasto be ableto
use the input devices to acquire those new views—whether
it be by "opening afolder on adesktop," rotating an abject in
3-D, moving in avirtual reality space, or smply clicking on
ascroll-bar. When Alerting isimportant, the display must be
ableto lead the user to see what caused the alert in acontext
that hel psaquick decision about whether something must be
done about the alert, while at the same time not interfering
obtrusively with what the user was doing at the time. What
the user was doing at the time might have been monitoring/
controlling, and for that the user must have the meansto de-
scribe to the computing engines and displays just what is
being monitored.

Theserequirementsare quiteindependent of the applica-
tion. If the application involves Searching or Alerting, then
thedisplays, input devices, and engines must satisfy require-
ments characteristic of Searching or Alerting. The applica
tions, however, determine the effective ways in which those
requirements can be met.
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Chapter 5: Interface and Interaction

5.1 Introduction

People think in different ways. Some people claim
never to have seen "picturesin the head," and believe that
those who claim to see them are misleading themselves.
Others find it hard to imagine how anyone can "think in
words," sinceall their thinking isdone by visualising, words
being only a final trandation of the thought for the pur-
poses of communication. For most people, however, both
forms of thinking are possible, and one usually supports
the other. Visualisation may let a person see structures,
patterns, and relationships in complex and large
dataspaces—asit doesin the natural world—and thinking
in words (logical analysis) may validate and make more
precise those structures, patterns and relationships. This
report deals amost exclusively with support for visualisa-
tion, but that fact should in no way detract from theimpor-
tance of both forms of thinking.

In this chapter, we treat the problem of the user-com-
puter interface and the interactions that are performed
through theinterface, primarily in support of visualisation.
But many of the fundamental issues are the same, regard-
less of whether the computer isbeing used to support visu-
aisation or logical analysis. The main difference is that
the human brain can deal with only asmall number of ob-
jects and relationships in any one analysis, but requires
large amounts of datain an extended context for many types
of visualisation. The problem of "data overload" isalmost
aways either: (1) too many objects that have to be inter-
preted individually in an analysis, or (2) too sparse or too
inconsistent a context for an effective visualisation.

Since we are primarily dealing with visualisation, the
emphasishereison displaysthat accommodate large quan-
tities of data. In the final section, on "Devices," amost all
of the devices described are for 3-D displays, either to
present the visual or auditory space, or to navigate through
the space and influence "objects" in it. Why should this
be? There are two primary reason: firstly, we have grown
up to deal with objectsin a 3-D space around which we
can navigate, so such displays are more natural than other
possibilities; and secondly, the amount of data that can be
displayedin 3-D isvastly greater than can be displayed in
2-D, and more data implies the possibility of presenting
more effective context for the focal information. To cite
one example, in a 2-D space lines that connect a random
array of points usualy intersect, but in a 3-D space they
amost never do. Similar examples of the advantage of 3-
D displays can be multiplied.

First we deal with the more generic issues of what
congtitutes an interface or an interaction, and how inter-
faces and interactions may be analyzed or devised..

5.1.1 Levelsof Interface and I nteraction

The two concepts "interface" and "interaction" are
sometimes confused or interchanged. In this chapter we
attempt to keep a clean distinction between them. An in-
terfaceis a describabl e structure through which a user in-
teractswith acomputer or atask. "Interface" isanoun that
describes structure or mechanism, whereas "interact” isa
verb that designates process. "Interaction” always is done
through an "interface” and neither can be completely de-
scribed without reference to the other.

In older times, a general might have sat on his horse
looking at the battle through a telescope, and used des-
patch riders to send commands to his subordinates. The
telescope and the riders formed part of his interface with
the battle, whereas the commands he sent together with
what he saw through the tel escope and heard from incom-
ing reports were part of hisinteraction with it. When you
converse face-to-face with another person, your muscles
and eyesand earsare your interface. What you say to each
other and what you see each other do is your interaction.

The relationship between the concepts is, however,
slightly muddied, because both Interface and Interaction
occur at several different levels. For the user who wantsto
interact with areal-world task, the computer may be part
of the interface to the task. Interactions with the computer
arejust one element of the user-task interface. But thereis
atell-tale word in that last sentence—"interactions’ with
the computer. When the user interacts with the task using
the computer as interface, at another level sheisinteract-
ing with the computer through an interface to the compu-
ter. And at avery low level, the interface with the compu-
ter involvesinteractionswith amouse, or amonitor screen,
or atouch pad, for which theinterfaceis musclesand sense
organs. Each level of interaction involvesacorresponding
interface, and the behaviour of that interface involvesin-
teractions through an interface at alower level. Such a hi-
erarchy of levelsisimplicitinthe | ST-05 Reference Model
(Figure 5.1, reproduced from Figure 1.2 and 1.3 in Chap-
ter 1).

ThelST-05 Reference Model consistsof aset of nested
loops. Each loop refersto alevel of interaction and inter-
face, implemented and executed through the next inner
loop. At the top (outer loop) level, the user interacts with
the task (e.g. deploying troops and materiel to a peace-
keeping mission) by means of interacting (next level) with
the dataspacein the computer (e.g. the current and intended
locations of troops, wheretheir supplies must be obtained,
and the availability of transport), which he does (in part)
through visualising (e.g. whether troop X and troop Y can
both be assembled where transport Z will be awaiting
them). Visualisingimpliesaninteraction (middleloop) with
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Fig. 5.1a |ST-05 Reference Model: The
computer-based interaction loops of
visualisation

the enginesthat examine and manipul ate the dataspace and
the data in the dataspace. The visualisation interface is
implemented by interactions (innermost loop/bottom level)
with devices (including their associated software) that can
be seen, heard, touched, and moved by the user's biologi-
cal sensors and effectors.

In this chapter, we discussvariouslevelsinterface and
interaction itself. The next chapter treats interactions with
the presentation systems and the Engines that deal with
the datain the dataspace. Chapter 7 treats the task interac-
tion level by discussing avariety of applicationsin which
visualisation is important. The "Application level" is the
outer loopinFig5.1b. Itisthelevel at which the user wants
to think about what forcesto bring to bear in abattle, what
modulesto usein asoftware devel opment, what documents
toread carefully in an intelligence operation, what materiel
to acquire, transport, and deliver in alogistics operation.

No user wants to have to think about where to put the
cursor in order to see what the next datum will say, nor to
have to think about how two lists of numeric values fit
together to show atrend that might show a Danger or Op-
portunity when visualised. But the developer of the tech-
nology that allows the user to ignore these lower-level in-
teractions and interfaces must be very conscious of them.
This chapter, therefore, isaimed mainly at researchers and
developers.

We start by discussing the context within which any
complex computer interaction must be considered.

Some Aspect
of the World

The Human really wanls o understand and acl on some aspect af the outer World

Fig. 5.1b IST-05 Reference Model in context: The
interaction with the real world, implemented through
the compulter, interests the user

5.2 Softwar e ergonomics consider a-
tions

This section by Annette Kaster, FGAN-FFM,
Wachtberg-Werthoven, Germany

5.2.1 Introduction

If the human user is to take advantage of the compu-
ter'soutput to visualise the data, the human-machineinter-
face must be designed using ergonomic criteria.

In this section we do not talk about the ergonomic de-
sign of the hardware, such asthe monitor or keyboard, the
workplace or its surroundings, but deal instead with the
software ergonomic criteria that determine the human's
ability to understand the data represented on the screen or
in the acoustic output.

Present day software-ergonomic criteria can be char-
acterized as recommendations and agreements rather than
laws, since most have been devel oped from experience. A
large number of concepts, norms, guidelines, and recom-
mendationswhich improve the design process of software,
have been developed on the basis of logical thought and
psychological observation. For example, according to the
"gestalt" laws of psychology, individuals do not perceive
visual elements as a collection of individuals but as pat-
terns visually arranged by principles such as proximity,
similarity and unity. Information on electronic displaysis
easier to grasp if it is organized and structured according
to these principles.

Similarly, people organize ongoing eventsinto catego-
riesto reduce the complexity of the single event. Each cat-
egory issymbolized by a"prototype" which functionsasa
symbol typical of a group of things or events. Applied to
software-ergonomics this means that the use of new tech-
nical systems becomes easier if these systems offer their



functions in metaphors which work and appear in a way
that is familiar to the user (see "Cognitive Metaphor" in
Chapter 3 Section 3.5).

5.2.2 Aims of Software-Ergonomics

The aim of software-ergonomics is to guarantee effi-
cient performance of the task, within alarger context that
includesthe organization and the user's own devel opment.
The relationships among the user, the task, and the system
inthislarger context may be clarified by the schemashown
inFig. 5.2.

The three mgjor interfaces, shown in the upper oval
of thefigure, are;

Task Performance: the user-task interface. Ergonomic
guestions connected with the design and evalua-
tion of the non-technical organization-interface are
relevant to the performance of the task. The de-
sign of the organization and the task determines
how well the operator is able to perform the task,
independently of the usability of the computer sys-
tem.

Use: The user-information system interface. Ergo-
nomic questions connected with the design and
evaluation of theinput-, output-, dialogue- and tool-
interface refer to the use. The connection between
theinformation system and the user determinesthe
difficulty theuser will encounter. It determineshow
easy the user will find it to learn how to use the
information system and how well the information
system can be adapted to theworking styleand the
personality of the user.

Functionality: thetasks-information system interface.
Ergonomic questions connected with thedesign and
evaluation of the tool-interface and the technical
organization-interfacerefer to the functionality. The
kind of connection between the information sys-
tem and the task determines the functionality of
theinformation system. Therelevance and suitabil-
ity for the task depend on whether theinformation
system model s the tasks sufficiently without com-
plicating them.

The starting point of the ergonomic design and evalu-
ation of information systems is the user. The ergonomic
work environment and ergonomic work material isarranged
only so that the user can perform the task. To produce an
effective design, the designer must consider some general
criteria of user-suitable work, shown in the lower part of
Figure 5.2:

Executability describes how an information system
should be designed to enable the user to meet the
demandsof thejob reliably and over thelong term.
Reliable performance is more likely when ergo-
nomic norms and guidelines are observed in re-
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Fig. 5.2: Criteria for the design and evaluation of
user-suitable work (Koch et al., 1991, p. 48)

spect of the task (organization ergonomics) and the
material (software and hardware ergonomics). To
meet the demands of the job the task and the mate-
rial have to be created in a way that enables the
user to do his job successfully (cognitive capac-
ity). For long-term performance of the tasks the
work material should be permanently at the user's
disposal

Protection from damage is to guarantee that the user
doesnot suffer any physical or psychological dam-
age and that his or her well-being is not affected.

Development of personality refers to the user's op-
portunity to develop when performing the tasks
using thematerial. Thetask should involvenot only
executing but al so planning and controlling activi-
ties. The processes of choosing, judgment, evalua-
tion and decision making should be of important
among the cognitive demands of the job.

Torealizethese general criteriafor user-suitable work
alarge number of concrete criteriahave been devel oped to
aid the design and eval uation of the organization, thetasks,
the software, the hardware, and the working environment.

5.3 Softwar e Ergonomics as Science

Aswith other sciences, software-ergonomics describes
its findings and experiences in terms of elementary con-
cepts and complexes of those elements. The significant
achievements of these systems are precise description and
classification of the elements and of the connections be-
tween them. Software-ergonomicsrefersgenerally to those
parts of aprogram that are presented to the user, or in other
words the "user interface."

Several different model s of the user interface have been
proposed that describe in one way or another a set of
dissociations between what is interchanged between the
user and the computer and the way theinterchangeisdone.
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Fig. 5.3 IFIP-interface model divided into three
components (Dzida, 1983)

Here, we consider an early example, called the [FIP (Inter-
national Federation for Information Processing) model af-
ter the committeethat developedit (Dzida, 1983). ThelFIP
model distinguishes several components of the user inter-
face, namely the input-, output-, dialogue-, tool- and or-
ganization-interfaces.

5.3.1 |FIP-Interface modd

ThelFIP model of theinterfaceisintended to help the
user to get an exact image of histool, which isto say that
the user is meant to create amental model of how to make
the computer do what is wanted. Several series of experi-
ments showed that those users who had a clear and com-
prehensive model of their work with the computer had an
advantage: they could evaluate the features of the system
more critically and were better in recognizing and under-
standing technical relationships. The model is not neces-
sarily an exact image of the systems' architecture asasys-
tem engineer would see it. Indeed, the user does not need
to know the architecture of the system, just the functionsit
performs in respect of the task.

Asshown in Fig.5.3, the IFIP model of the user inter-
face has several distinct components. The input-output
interface, the dialogue interface, the tool interface and
the organization interface are briefly described as parts
of the whole user interface. The different components
communicate with each other by "user interface manage-
ment systems’ (UIMS; Fig. 5.3 showsthem asP,
standing for "programs").

Input-Output interface. The Input-Output interface
specification prescribes how commands may be
entered (keyboard, mouse, microphone), and how
tools and data are presented on the screen. Further
it defineshow and with which toolsthe system can
receive commands from the user (names, function
keys, acoustic signals). Nowadays the direct ma-
nipulation input techniqueis commonly used. It is
natural for humansto manipul ate objects by point-
ing to them on the screen, moving them and chang-
ing their characteristics.

Dialogueinterface. Dialogue describesthe course of
the user's work. The user decides how many ex-

planations and comments, if any, he or she wants
to receive from the system. The dialogue should
be designed to allow the user to maintain pre-ex-
isting expectations of the method of working.

Some of the user's activities are concerned with the
software tools themselves, rather than with the actual task
of the user. Minimizing the tool-related activity is some-
times called an approach to "transparency.” If the user is
unnecessarily overloaded with system-related interactions
or on-screen activitiesthe user interface cannot beregarded
as appropriate for the task.

Difficulties in using software tools can sometimes be
compensated by an ergonomically designed user interface.
For example, the tool layout may be programmable rather
than being arranged according to the designer's concept of
the optimum layout. The user can now rearrangethesetools
if it is necessary for thetask. At the user interface the user
may also influence the flow of control of a procedure to
adjust the method of working according to eachindivudal's
reguirements.

Inadequaciesin the appropriateness of the work can-
not be eliminated if the actual task of the user is badly
described. A technical and ergonomically optimized user
interface cannot compensate for poor task allocation that
complicates acooperative relationship between collabora-
tors. The problem of developing user interfaces cannot be
isolated and solved separately. It isimportant to acquaint
oneself with the overall task and create the user interface
from that point of view.

Tool interface. In considering the tool interface both
technical and psychological knowledge is neces-
sary. The tool interface is characterised by rules
that determine how the user can access the soft-
ware tools and the data. Information for accessing
software toolsis most suitableif it putsthe user in
a position to develop an abstract concept of the
access procedure. Ergonomic aspects of the tool
interface that haveto betaken in account are avail-
ability, reusability, possible extensions and possi-
ble combinations.

From the ergonomic point of view availability
means that the effort the user has to make to pre-
pareto use atool must be small. Thereusability of
tools has a specia ergonomic and economical im-
portance. The functionality of the tool should be
sufficiently general to allow its use under different
working conditions, so that the user need to learn
only onekind of tool for many different jobs. The
possibility of extensions of software toolsis nec-
essary since naturally the demands of the user
change with the tasks. The combination of soft-
waretools supportstheir creative use under differ-
ent working conditions.

Organization Interface. The organizationinterfaceis
characterized by rulesthat determine the develop-



ment, description and allocation of tasks and
rules that determine the relation between the
tasks of the user and the tasks of other users.

The user must be integrated in his work envi-
ronment independently of technical mediation. In
this connection the realization of organizational
concepts is decisive, e.g. job-sharing with col-
leagues, compliance with official channels, infor-
mational arrangements about cooperation, scope of
action and area of competence of each staff mem-
ber. The tasks for each colleague are derived from
the goalsand organizational concepts of the organi-
zation unit. The observed interface can be called
the task interface. The actual task of the user is de-
termined by the characteristic features of thisinter-
face; thisis not determined by the design of one of
the user interfaces mentioned above. But it must be
emphasi zed again that even the best ergonomic user
interface cannot compensate deficiencies of thetask
and organization design.

5.3.2 Ergonomic criteria
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Theaim of ergonomic software design and evaluation
is the development or selection of software that supports
the performance of the task. That requires the necessary
functionality and easy handling of the software. Several
ergonomic criteriafor user interfaces have been extracted
by Dzidaet al. (1978) using factor analysis, and have been
formulated as dial ogue principles. The most important are

described in the following.

Suitability for the task means that the user can per-

Fig. 5.4 Model frame of software ergonomics

feelslike aresponsible user or a servant.

Conformity with user expectationsmeans correspond-

ence between the system and the expectations of
the user. The user of a system has work experi-
ences and should be able to use them. Therefore
the dialogue must be designed to meet these ex-
pectation. Compatibility definesthe degree of cor-
respondence between the mental model in the us-
er'smind and the actual system presentation. Con-
sistency refers also to the predictability of system

form thetask successfully without being burdened
by the characteristics of the dialogue system. The
guestion iswhether the user can complete the task
using the system and the application, with how
much effort and time devoted to planning, to at-
tain what quality of task result. Suitability for the
task depends mainly on the efficiency of the hu-
man computer interaction. The user's goal should
be attained by aninteraction effort that isaslow as
possible.

Self-descriptiveness supplies the user with details
about the purpose and capability of the dialogue
system. With the hel p of these explanationsthe user
can get aclear ideaof the system structure, e.g. the
scope and control of the dialogue system, whichis
useful for a better understanding and performing
the task. Every step in the dialogue should be un-
derstandable or explained on request.
Controllability of the dial ogue system guaranteesthat
theuser can change or adjust automatic procedures,
e.g. change the speed of the work, choose differ-
ent tools during the dialogue at any time,or change
the presentation of information. The flexibility of
a dialogue system determines whether the human

behavior that makesit possible to meet the expec-
tations of the user and avoid surprises. The dia-
logue with different application systems should be
homogeneous.

Error tolerance means that the user should not be
punished for every input mistake just because the
technical system is unable to handle the error. Er-
ror immunity guarantees that the intended goal is
achieved without or only by minimal corrections
although some input errors might have been made.
No input of the user should be able to lead to an
undefined state of the system or a breakdown.

5.3.3 The model frame of software ergonom-
ics

An extension of the IFIP-Interface model isthe model
frame of the German Engineering Society (V DI, 1988) (Fig.
5.4). It structures the model in terms of three basic ergo-
nomic criteria, i.e. competence support, flexibility of ac-
tion and suitability of tasks. It explains these criteriafrom
the view of the user (action model) and from the view of
the application (application model) in four levels of ab-
straction (Fig. 5.5).
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Fig 5.5 Abstraction levelsin the
communication process

Abstraction levels of the model frame. The interaction
between user and system is a communication process
that takes place on the following levels of abstraction:

The task level describes which tasks shall be per-
formed with the system.

The functional level describes abjects and functions
that are used to perform the tasks.

The operational level describes structure and se-
guence of user operations necessary to perform, in
order to apply desired functions on selected ob-
jects.

The input/output level describes the physical opera-
tional input as well as the information display.

These abstraction levels can be explained from the
view of the user and the work as well as from the view of
the application and its requirements for the information
system. The user view describesthe action model and pro-
vides the basic requirements for the system design. The
application view describes the application model in terms
of the basic functionality of the information system and
providesinteraction modes between user and system. Both
models are interconnected by the basic ergonomic design
and evaluation criteria

The action model of the user describes, how the user
plans and performs his or her actions and controls the re-
sults. Software ergonomic requirements for information
systems are derived from this model.

At thetask level the user definesamental action plan
based on a start situation, a desired goal situation
and current performance constraintsaswell asany
required support material. The system supportsand
leads the user by structured representation of re-
quired information as well as system capacity.

Thefunctional level describeshow to decomposethe
mental model into sub-goals and action steps. The
user needs knowledge about the avail able objects,
their characteristics and their manipulation con-
straints. The effects of user operations have to be
visible.

At the operational level the action steps are trans-
posed into system operations. The performance of
the required operations and the interpretation of

system messages demands an adequate represen-
tation and structure of the dialogue mechanism.
At the input/output level the input actions for the
planned action steps are described. This requires
good handling of input devices, function keys and
menus. Furthermore the representation modes of
information on the screen are described.

The application model defines the functionality and
interaction modes in information systems.

The task level (basic applicationsin the information
systems) describes the basic applications that the
information system can handle, such as for exam-
ple document manipulation, document organisa-
tion, document transport, direct communication and
help systems.

The functional level describes objects, such as docu-
ments and their characteristics, and functions, for
exampl e cut/copy/paste, open and close etc..

At the operational level the communication between
system and user takes place, in general by means
of windows. Here it is possible to activate and
mani pul ate objects by allowabl e operations (func-
tions).

Theinput/output level describesthe manner inwhich
information is exchanged between user and sys-
tem.

5.3.3.1 Software ergonomic criteria in the model
frame.

There has to be good correspondence between user
reguirements and application requirementsin theinforma
tion system. The bridge between the user action model and
the application model allows evaluation of the ergonomic
quality of the information system. This bridge is consti-
tuted by the basic software ergonomic criteriacompetence
support, flexibility of action and suitability of tasks. These
criteria describe the effects of system design on the user
and hiswork.

Competence support. The user shall be competent to
use the application system. This action competence is
achieved by learning processes supported by the informa-
tion system.

Mode of familiar tasks areas. The information sys-
tem has to support the construction of a mental
model of the system in order to produce action
competence.

Intelligibility of systemfunctionality. The user hasto
recognize easily how to use basic applications (see
above) in order to perform special tasks (e.g. text
editing, military situation display handling)

Consistent action supporting operations. At the op-
erational level there hasto be auniform and trans-
parent representation of methodsfor activation and
mani pulation of objects.

Intelligible input/output data. It hasto be possibleto



use any characters in order to name objects. Se-
lected object should be emphasized.

Flexibility of action. If a task demands changes, the
user should be able to perform them efficiently with the
system. The system should provide aternative action steps
for same tasks in order to take account for different users
and different knowledge level of users.

Adaptability to new tasks. The information system
providesbasic applicationsfor performing all tasks
in aworking environment. The user hasto be able
to select these and specific objects in order to ad-
just them for his specific task.

Permission of individual working objects. The user
can manipulate objects in order to adapt them for
hiswork.

Alternative user operations. The user should be able
to group objects and to automate operation se-
guences for his tasks. There should be aternative
ways (function keys, mouse input) to complete a
task.

Liberal input/output of information. Input can be
made in different ways. Information can be pre-
sented individually in variable windows on the
screen.

Quitability for tasks. The user should be able to per-
form histask with an acceptable effort and agood quality.

Support for basic tasksin the information system. At
thetask level the efficiency of aninformation sys-
temismainly determined by providing applications
in order to support the various components of the
information process and the associated tasks.

Task adapted objectsand functions. In object-oriented
human-computer interaction thefunctionality of the
system is mainly realized by different objects and
their characteristics. Tasks are performed by ma-
nipulating objects by means of appropriate func-
tions.

Efficiency of the user operations. At the operational
level the efficiency isincreased by minimizing the
amount of logical interaction steps for performing
atask.

Task adapted i nput/output of information. Documents
should appear on the screen in the same form as
they will on paper (WY SIWY G—What You See
IsWhat You Get—principle)

5.3.3.2 Support of developers in applying software
ergonomic design criteria

The increasing software-ergonomic demands at the
design of human machine systems aswell as experimental
results that showed the insufficient use of software ergo-
nomic knowledge lead to increased research activities.
Software designers of information systems need powerful
development tools (e.g. user interface management sys-
tems) that support the development process and advisein
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applying software-ergonomic criteria.

This support can be in different ways, e.g.

The support functions are integrated in the devel op-
ment tools.

The user interface tool is supplemented by support
toals.

The support arises "off-line" by various media.

With respect to the support levels there can be differ-
entiated:

Consulting
Software-ergonomic knowledge is provided
in forms of guidelines and standards.

Construction (prospective design)
Devel operscan use dia ogue componentsthat
are designed ergonomically and stored in li-
braries.

Evaluation (corrective design)
The ergonomic quality of a user interface is
controlled, if possibleduring the development
process, e.g. by means of an expert system
that contains ergonomic design rules.

There are several development tools that contain the
one or the other support component but there is much re-
search and work to do in this area.

Next, we look more closely at the functionality of the
interface seen by the user.

5.4 The Layered Protocol Approach

When we are talking about visualisation in massive
datasets, we are considering only the middle loop in the
IST-05 Reference Model (Figure 5.1), and thereby limit-
ing the tasks that the user istrying to achieve through us-
ing the computer. The user does not want to act on the
outer world directly, nor to ask the computer to act on it
(or rather, we are not addressing any such wants the user
may have). Nor, while visualising, does the user usually
want to change the information known to the computer,
other than to let it know what information from the data-
base is desired, and perhaps add the results of manipula-
tions of the data already in the dataspace. Accordingly, the
aspects of the interface that need consideration are how
the user communicates to the computer what information
isdesired, what to do with it, and how the computer should
communicate the results to the user.

Communication is the concern of Layered Protocol
Theory (LPT; Taylor, 1988, 1999; Farrell, et al., 1999;
Taylor, Farrell and Hollands, 1999), and communication
between user and computer is the areain which LPT has
been most developed. The central ideaisthat aperson called
"the originator" or "O" wants to achieve some end that
reguires another entity—person or computer—called "the
recipient” or "R" to do something, which may beto act on
the outer world, to learn some fact, or to tell O something.
Toillustrate theissues, we use an examplein which O wants
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information that can only be supplied by R. To get this
information O must do something that allows R to under-
stand that O wantstheinformation. If R wantsto satisfy O
(and one presumes that the programmer has written code
that producesthis effect if R isacomputer), R will supply
the requested information if it is available.

R may intend to supply the requested information, but
to do so, R needs to know both what O really wants and
what O is able to understand. It does not help a Chinese-
speaking O if the computer outputs an alphabetised list in
English, so if R is to present the information as text, R
must have someindication of what language O understands.
If R isacomputer, either it has been programmed so that
only one output method is available to it, or it has been
programmed so that O can indicate the desired method of
presentation. Not only that, but also R may well have been
programmed to indicate to O that O hasthat control. When
O asksfor theinformation, one aspect of R'sresponse may
be to ask "How do you want it."

R may be able to supply the information, and O will
be satisfied when R has done so. But at a supporting level,
aswe have seen, O must supply R with information, using
a very similar process. There is a sequence of levels or
layers of interaction, each with its own "protocol."

There is no logical, practical, or conceptua relation
between the protocol by which O asks for the wanted in-
formation and that by which R determines how to provide
it, except insofar as the results of R's enquiry are used to
support R'sahility to satisfy O'senquiry. Thetwo protocols
are quite distinct in detail. But they do have something in
common: in either case one of the parties needsto get across
to the other something about hig/her/itsinternal state (need-
ing information, in the example at hand), and to do so must
act in some way detectable and interpretable by the other.
In Layered Protocol Theory, to get the other party to per-
ceive an aspect of one'sstateisto send amessage. The acts
that make this happen convey messages.

5.4.1 The General Protocol Grammar

To get R to do what is wanted, O sends R a message.
The message is received when R has enough information
to enable him/her/it to do what O wants. R may not be
competent to, or want to, do what O wants, but that is a
separate issue. What is important is that R has the neces-
sary information and that O can determine this to be so.
Thisinformation is the content of the message. But to get
theinformation across often requires the use of supporting
messages for correcting errors, refining the content, que-
rying uncertain aspects of the content, providing assurance
that the content has been understood, and so forth. These
supporting messages are called protocol messages. They
congtitute the feedback loops of the interaction through
one level of the interface.

A message, in the sense of LPT, may be very complex
(e.g. O wantsR to understand the General Theory of Rela-
tivity, the message being completely received when R does

so understand) or very simple (e.g. O wants R—a compu-
ter in this case—to recognize that O wants R to add the
letter "E" to some data being entered. O's act wasto strike
the "E" on the keyboard, and R's feedback message might
beto show an"E" in an appropriatelocation on the screen.).

For R to receive acomplex message may involve many
back and forth supporting messages in a loop between O
and R. For example, at one point in the message of Gen-
era Relativity, R may let O perceivethat R isunclear about
the concept of time-dilation, so that O may then say or do
something that leads R's understanding closer to the com-
plete reception of the "General Relativity" message. Each
of these protocol messages has the status of afull message
at a supporting level of the dialogue, and each may itself
require loops of supporting messages at ayet lower level.

There are several different kinds of protocol message.
A very common kind occurs when the main message is
simple and when O trusts R to know whether it has been
properly received. In such asituation, R simply indicates
to O that the message has been received, with no indica-
tion of exactly what R thinksthe messagewas. Thisiscalled
"Normal Feedback, Neutral Instantiation” in LPT. Another
common kind occurs under the same circumstances when
R thinks that the message has not been fully and correctly
received. Thiskind of messageiscalled "Problem" in LPT.
Theexampleabove, of Rindicating to O that time-dilation
has not been well understoood, isa"Problem” messagein
the sending of the main "General Relativity" message—
and O may well have a problem at the next (supporting)
level in understanding wherein R's time-dilation problem
lies.

All these different kinds of protocol message are en-
capsulated inwhat LPT callsthe"General Protocol Gram-
mar" (GPG). The GPG describes the possible kinds of
message that might occur within any single level of the
dialogue. Not all kinds of message will occur in any spe-
cific protocol, but considered over all protocols that may
be used at any level of thedialogue, all of them may occur.

A sketch of the GPG in the form of a node-and-arc
diagram is shown in Figure 5.6. In this diagram, a hode
indicates a state in which either O or R may send a mes-
sage, and an arc indicatesthe kind of message sent. Unlike
the grammars represented by most such diagrams, how-
ever, there is no instantaneous state transition between
states, and indeed more than one state can be occupied at a
moment, as both O and R may be transmitting simultane-
ous messages. The nodes are fuzzily occupied, and any
level of occupation above zero corresponds to some prob-
ability that a message might be emitted on an arc leaving
that node.

The GPG existsin exactly the sameform at every level
of an interface, describing the interactions that can occur
through that aspect of the interface. At very low levels,
most of the arcs are never used—the computer seldom has
a prablem recognizing which key was pressed—whereas
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Fig 5.6 The General Protocol Grammar of Layered
Protocol Theory. Yellow circles labelled "Ox" represent
situations in which the Originator may send a protocol
message; orange squares labelled "Rx" show cases when
the Recipient may do so.

at higher levels the arcs in the lower part of the diagram
arethemost heavily used and "Normal Feedback" ishardly
ever appropriate.

Thisisnot the place to discussthe ramifications of the
GPG. An extended discussion of it can befound in Taylor,
Farrell and Hollands (1999). Sufficeit to say that the GPG,
and LPT in general, provide aview of the interface that is
opposedto IFIP model view described in Section 5.1 above.
The IFIP view (Fig 5.3) places "Dialogue” between "In-
put-Output" on the user side and "Tool" on the computer
side, whereasin LPT, Input-Output happens at every level
of thedialogueinteraction, and the"Tools" are the compu-
ter's side of the dialogue at any level. The physical input-
output devices, which are what the IFIP model takes as
"Input-Output” are, in LPT, only the lowest dialogue pro-
tocol layer. If adiagram similar to that of the IFIP Model
were to be drawn for an interface described by LPT, "In-
put-Output” would bein the middle, wherethe |FIP Model
has"Dialogue" and "Dialogue" would surround it on both
sides.

5.4.2 The GPG in visualisation

Let us consider the course of a simple interaction in
which the user (as O) wants to achieve through visualisa-
tion an understanding of, say, the flow of water in awater-
shed. The "message" to the computer cannot be stated im-
mediately in any form that the computer would recognize,
but it can be paraphrased as " Show me a series of views of
theterrain, therainfall, the stream flow-rates, and anything
else that will help me understand the water regime in this
watershed." If that message were to be sent to a human
expert, it might be understood, and the expert might well
be ableto provide maps, charts and photographs. But even
the human expert could not know which, if any, of these
would satisfy the requester. There would have to be anin-
terchange between them, with the requester indicating to
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the expert what was understood and what was not, or what
other information might be required

The computer cannot decide any better than could the
human expert what displays might be useful to the user. In
terms of the GPG, the user will need to use the "Edit-Ac-
cept" loop probably many times, asking for changesin the
display, or the display of datawith certain properties (e.g.
"show me those slopes greater than 20% in areas where
the forest has been clear-cut"..."No, not as photogaphs, as
amap").

The main message has been compl eted when the user
has been satisfied that the computer has"understood” what
was wanted, whether it has done what was wanted or not.
In this case, the total message was built up over time, by a
continual approach to the final goal. In other cases, the
computer might have enough background information
about the user and the task context to be able to supply the
right display initially, without continual use of the proto-
col loopsin the GPG. What is understood from the form of
the message depends entirely on what the recipient knows
aready. What isintended by the originator in devising the
physical form depends entirely on what the originator
knows about the recipient's knowledge. | n the devel opment
of user interfaces, this is often called "ensuring that the
user has a good model of the system."

When we are dealing with 3-D display of massive
datasets, the kinds of messages the user can usefully send
to the computer are largely limited to three;

| want to see such-and-such data;
| want the data to be organised thus-and-so; and
| want to see the data from this or that viewpoint

Inthe context of the | ST-05 Reference Model, thefirst
two of these messages are messages to the Engines and
presentation systemsin the computer, whereasthelast isa
message to the display systems, the engines and presenta-
tion systems having decided where in the 3-D space each
data element is to be displayed. The job of the interface
designer is to provide ways for the user to express these
messages and for both the user and the computer to ex-
press the protocol messages that might be needed to sup-
port them.

Naturally, the nature of the dataspace and of the user's
task will affect how the user might be expected to express
the content of the message in a natural way—it is much
more natural for auser to point to alocation on amap than
to type in a series of coordinates, for example—but the
dataspace and the task do not affect whether the designer
should expect the user to be able to "Edit" amessage (i.e.
correct a deficiency or error the user knows to have been
madeintheinitial presentation of the message; thisismen-
tioned under the heading "Error Tolerance" above).

It may be difficult for auser to know how to describe
what "such and such data" are, in terms that the computer
can understand. To ask for "data that will help me under-
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stand my problem™ will seldom work when the respondent
is a computer. The user must develop the message incre-
mentally, Exploring the computer's knowledge, and per-
haps discovering in the process data of kindsthat were not
even known to be available when the message began to be
transmitted. In the GPG if the computer recognizes that a
message isincomplete or ambiguous, it may ask for clari-
fication or expansion, through the "Problem/Resolve" pair
of arcs. If the user's subsequent input allows the computer
to assess the message as unambiguous and possibly com-
plete, it will usethe"Accept" arc, but if not, it will usethe
"Problem unresolved" arc, forming aloop that may betra-
versed many times.

It is the interface designer's responsibility to ensure
that there is a way for the user to see whether what the
computer is doing is "Accepting" the message or asking
for further clarification or expansion. If the computer as-
sesses the message as being possibly complete and unam-
biguous, it is up to the user to determine whether it actu-
aly iscomplete, whereasif the computer has assessed that
there is a problem with the message, the user must be able
to correct that problem. When the computer has" A ccepted"”
the message "show me data that will help me understand
my problem," it is up to the user to determine whether the
messageisreally complete and the displayed data actually
have served to help understand the problem.

A more complete description of the GPG and itsplace
in interface design can be found in Taylor, Farrell and
Hollands (1999). Sufficeit to say herethat the basic premise
isthat both partners have to be able to see what the other
understands of the ongoing message in an ongoing, dy-
namic, way. Without that ability to perceive the partner's
state, one or other will be unableto do what is necessary if
the user is to be able to perform the main task easily and
without technical hindrance.

Many approachesto interface design are based on what
the user should do under different circumstances. The Lay-
ered Protocol approach asks what the user needs to per-
ceive (through sight, sound, touch, or possibly even taste
and smell), and what, in turn, the computer needs to per-
ceive from the user through its own input devices.

5.4.3 Layered Protocols as componentware

When the Layered Protocol approach wasfirst devel-
oped, the term "componentware" had not been invented,
but in essence componentware devel opment was what the
approach was intended to accomplish. The interfaces be-
tween thelayerswere public, but the operationswithin each
layer were privateto the layer, and could bereplaced by an
entirely different protocol that accomplished the samefunc-
tion. If, for example, the user needed to get across to the
computer a name of a batallion as part of an instruction,
one protocol would alow the name to be spoken, another
would allow it to be typed on akeyboard, and athird would
alow it to beindicated by pointing to an on-screen repre-

sentation of the batallion. The protocol whose result was
the completed instruction would not know which of those
methods had been used to provide the name. Each could
substitute freely for the other, even on the fly at run time.

The only requirement on a protocol that could form
part of a complete interface between user and computer
wasthat it be capable of receiving the messages passed to
it from higher and lower protocols, and that it be capable
of sending messagesin formsthat could be understood by
the higher and lower protocols with which it was suppoed
to interact.

5.4.3.1 Development of Layered Protocol Theory as
componentware solution

In the application that led to the initial conception of
the Layered Protocols (Taylor, McCann and Tuori, 1984),
a user was able to construct by a variety of methods an
instruction that had the effect of asking the computer to
display, say, al the batallionsthat were 30% under strength.
The same effect could be obtained by saying "Show me
this" (pointing) "such that" (typing) "strength < 70%", or
by pointing to amenu item "display" speaking "batallions
such that" and using the mouse to move a slider on a
"strength" indicator to the 70% mark.

In the original application, the ability to use different
input methods for different components of an instruction
was coded in amonolithic way. This proved cumbersome
and hard to update, and the idea that the different input
methods should be independent led naturally to the idea
that they should be developed as individual components.

When the requirements for the components was ana-
lysed, it soon became evident that no matter what the me-
dium, the dynamics of the message structurewasvery simi-
lar, and that dynamic was described by the same grammar,
no matter what the interface through which theinteraction
was executed. That grammar was the GPG, which has re-
mained essentially unchanged sinceitsinitial publicintro-
duction (Taylor, 1988). This led to the Layered Protocol
Theory as atheory of communication more general than a
theory of human-computer interaction, and eventualy it
was observed that the theory was actually aspecial case of
the still more general Perceptual Control Theory (Powers,
1973; Taylor, 1999).

Currently, Layered Protocol Theory is seen as (1) a
method for componentware design of interfaces, (2) a
framework for the analysis of existing interfaces, and (3) a
theoretical framework for human-computer and interper-
sonal interaction. It complements many of the elements of
Software Ergonomics described in section 5.1.

We next turn to descriptions of some of the devices
that are currently availablefor viewing and interacting with
a 3-D virtua world.



5.5 Devices

Device descriptions and images provided by L.
Rasmussen, Danish Defence Research Establishment

5.5.1 3-D interface and inter action

Several of thelow-level devices described in this sec-
tion either produce 3-dimensional presentations or are for
manipulations and navigation in avirtual 3-D space. In a
chapter on interface and interaction, one should perhaps
ask why such devices are becoming as important as they
are. The question may seem absurd, sinceit is obviouswe
live our everyday livesin a 3-D space, and what could be
more natural than to display our data in such a familiar
space? But many of these 3-D representations are con-
structed on a2-D screen, and such ascreen hasan intrinsic
limit on how much data can be displayed. Why should it
ever be better to make the display ook three-dimensional
than to show the ssimple 2-D picture that is all the screen
really can show?

The answer to this seemingly absurd question is that
there would be no advantage whatever to a 3-D presenta-
tion, if the user were unable to alter the apparent view-
point inthe space. It istheinteraction with the space of the
display that assists the user to build a 3-D picture in the
head, even though the display itself may be two-dimen-
sional. When we describe the presentation devicesand tech-
niques in the following sections, it isimportant to keep in
mind the need for devices that give the user two abilities:
the ability to move the viewpoint onto the space, and the
ability to manipul ate objectsthat represent datain the space.
Without those two abilities, a presentation that appears to
be 3-D can have little advantage over aflat 2-D presenta-
tion in the display of massive data sets.

5.5.1.1 Pixel and voxel

At thispoint, it is advantageousto consider the notion
of avoxel, since it is a term that will recur in the later
discussion.

Ina2-D presentation, apixel istheminimum size of a
variable element of the display space. It represents some
part of the dataspace. To distinguish an element of what is
displayed from theregion of the datathat is represented by
that element, we may occasionally use the specific terms
"display pixel" and "data pixel," but ordinarily the term
"pixel" will refer to an element of either the display or the
displayed data.

What isdisplayed in apixel isacolour that represents
some property of the part of the dataspace mapped into
that pixel's | ocation—yperhaps an average slope of the ter-
rain over the region covered by the pixel on a map, per-
haps a point sample of gas density at somelocation within
the pixel. Typical screenson persona computers may have
display spaces of, for example, 800 x 640, or 1280 x 960
pixels. Data may be represented internally as, say, lines
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and areas, but on the display surface the only question is:
for each display pixel, what isits colour (intensity of red,
green and blue).

A voxel hasasimilar relation to 3-D display space. It
isthe smallest representabl e el ement of the dataspace. Just
as the representation of a 2-D dataspace is either in terms
of linesand areas or in terms of the properties of its pixels,
soany virtual 3-D model isrepresented either by the equa-
tions of lines and surfaces or by the properties of the data
voxelsin thedisplay space. Display voxelsfill the volume
of the displayed space, to represent the objects, surfaces
and even the transparent or transl ucent media between the
objects.

Beawarethat theterm"3-D" refersonly to the spatial,
geometric, dimension of the display. A 2-D display pixel,
eventhoughitislocated on a2-D screen, hasthree dimen-
sionsin addition to the two that determine its screen loca-
tion, the other dimensionsbeingitslevelsof redness, green-
ness, and blueness. A display voxel hasthese three dimen-
sions, and has the additional dimension of opacity. A dis-
play voxel therefore has seven dimensions, although the
viewer can seldom attribute the opacity of aline of sight to
any particular voxel except when the voxel represents a
surface that is opague or nearly so.

Asan example of the use of display voxels, acompu-
ter may have simulated the airflow within a turbine, and
computed the time evolution of pressures and velocities
throughout the environment of the engine. It could assign
values of the pressure and velocity to each voxel, assign-
ing, say, a colour and opacity to the combinations of pres-
sure and axial velocity. Using either a stereographic or a
holographic presentation, the user could then explore the
airflow in slow time, looking for sources of instability that
might result in improvements to the engine. The display
voxel representation is independent of the method (per-
spective, stereoscopic, holographic) chosen to display the
3-D space. It determines only what the user should see
from each particular viewpoint.

Whereas a pixdl is inherently associated with aloca-
tionon asurface, typically asurfacelimited by the bounda-
ries of a screen or of a scrollable area, a voxe is located
somewhere in an entire space within which a user might
roam. This difference not only suggeststhat avoxel-based
display can have vastly more elements than can a pixel-
based display of the same apparent size, but it also allows
the presentation of voxelsto include an acoustic property
more readily than does the presentation of pixels.

In the everyday world, we can hear what is happening
al around us, and can associate a direction with most
sounds, whereas we look in any detail only at avery small
part of the space in front of us. Likewise, in aworld de-
scribed in voxels, a user supplied with 3-D headphones
could beallowed to hear sounds associated with every voxel
in the space, which could prove useful in aerting the user
to eventsin the space that might warrant visual attention.
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5.5.2 Approachesto 3-D presentation

First we describe afew presentation devices, concen-
trating largely on commercial 3-D display devices, after
which we describe some devices that allow a user to navi-
gatein and interact with objectsin avirtual 3-D space.

The presentation devicesfor 3-D fall into three classes:
Visual, auditory, and haptic. Visual presentations are re-
ceived passively through the eyes, and auditory presenta-
tions are received passively through the ears, but haptic
presentations involve the skeletal musculature, and it is
not at al clear that presentation to a passive receiver is
possible in the haptic mode. The user is an active partici-
pant in any haptic presentation. We therefore will treat
haptic devicesin conjunction with adiscussion of interac-
tion techniques. We do not treat specific 3-D auditory de-
vices.

5.5.2.1 Visual 3-D

Visua devices include signalling devices—usually
indicator lights—and display screens through which two-
and three-dimensional imagery can be presented. Thereis
no need to discuss signalling devices as physical systems,
though there may be some value in treating interactions
that involvetheir use as part of theinterface. Likewise, the
physical aspects of 2-D displays on screens both large and
small are well understood. We concentrate here mainly on
3-D visual presentation devices.

There aretwo characteristically different kinds of 3-D
presentation, oneinwhich theuser isina3-D spacewithin
which she can move, and onein which a 3-D environment
containing objectsisviewed asif from the outside. These
arecaled "immersive" and "non-immersive" displays, re-

spectively. There are
. severa different waysto
implement either. A 3D
environment can be
shown on a 2D screen
using perspective
imaging, stereographic
imaging, or in true 3D,
using holography. These
techniques, and some
devices to implement
them, are discussed in
the following sections.

Per spective presen-
tation

Theillusion of 3-D
can be produced by a
perspective drawing
such as in Figure 5.7.
There might seem little
point in such a presen-
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Fig 5.7 A perspective
drawing of the Sock
Exchange in Copenhagen

tation, since it isjust
a 2-D picture on a
screen, but if it is
combined with the
possibility for the
user to change view-
point, a perspective
presentation can ef-
fectively augment the
amount of material
that appearsto bedis-
played. A perspective
presentation works
best when the objects
to be displayed have
definite surfaces, and
particularly if the sur-
faces are bounded by
straight lines. They
are less useful if the Fig 5.8 Sereographic
data variations are presentation. (a, top) red-green
subtle or the objects glasses. (b, bottom Arthur N.
irregular and curvi- Girling) the construction of an
linear. example.

Perspective pres-
entations inherently can be viewed by as many people as
can comfortably see the screen. This is not the case for
some of the 3-D presentation methods.

Stereographic presentation

In a stereographic presentation, each eye is provided
with a different picture of the world. The presentation
methods differ in how this is accomplished. Perhaps the
simplest is the use of red-green glasses (Fig 5.84). One
image is shown in red, the other in green overlaying the
first (Fig 5.8b). In Fig 5.8b the red and green images are
the same as the black ones above them. The red image
lookswhite and the green image black through thered glass,
the green image looks white and the red image black
through the green glass. If the two images differ appropri-
ately, the visual system isfooled into seeing theimagein
3-D. A stereographic presentation can be viewed by more
than one person at atime, but changes in the viewing an-
glemay interact withthe 3-D impression to give astrangely
skewed appearance to the scene being viewed. Further-
more, the use of colour to generate the 3-D effect elimi-
natesthe possibility of using colour (other than brightness)
torepresent propertiesof individual voxelsin the dataspace.

Another problem with stereographic presentation of
large datasets on a single screen is that the data intended
for one eye must be spatially superimposed on the datafor
the other eye. There are only two ways around this latter
problem. The first is to ensure that the data on the single
screen are spatially sparse so that the datafor one eye usu-
aly does not obscure the data for the other eye, asin the
example in Fig 5.8, and the second is to separate in time




the displays to the two
eyes. Thislatter canbeac-
complished by rapidly al-
ternating the displays of
theright eyeimageand the
left-eye image while the
user wears glasses that
have electronic shutters
that open and closein syn-
chrony with thealternating
displays rapidly enough
that the user does not see
flicker (Figure 5.9).

A requirement for the
datato be spatialy sparse
may well defeat the pur-
pose of having 3-D dis-
playsthat could inherently
accommodate large
amounts of data. With
temporally aternating displaysthe data can be as spatially
dense asthetask requires. Alternating presentations do not
produce an analogous problem of limited temporal data
density, because the human visual system is incapable of
treating datawhich change erratically at therate of shutter
aternation. However, temporally aternating displays do
present physically demanding requirements on the display
hardware. With a head-mounted display, however, a sepa-
rate screen can be provided for each eye, which avoidsthe
problem entirely.

Holographic presentation

A holographic presentation is unlike either a perspec-
tive or asterographic presentation. In both those methods,
the display attempts to produce at the eye the patterns of
light and colour that would be seen if the viewer wereina
specific location with respect to the object represented. A
holographic presentation reproduces the light wave pat-
terns that would be produced by the object in question,
without referenceto the viewer'slocation. Accordingly, the
viewer can look at the virtual object from any angle, can
examine it with external lenses, and generally do what-
ever aviewer could do with areal object seen through a
window shaped and sized like the holographic display sur-
face. The limitation here is, however, that the displayed
virtual object cannot betoo large. It isnot (at present) fea-
sibleto create a holographic vision of alandscape viewed
through ahouse window, whereasit iseasy to make aholo-
gram of an object that can beilluminated by asingle artifi-
cial light source. Holograms can be made of real objects
or of abstract objects constructed entirely by the compu-
ter.

i
Fig 5.9 (Electronic
Visualization Laboratory,
University of Illinois at
Chicago) Shutter glasses
for stereo viewing. Each
eyeisallowed to see the
display on alternate
frames. Shutter glasses
are available from
SereoGraphics

5.5.2.2 3-D Audio

Itispossibleto present sound that appears to emanate
from an arbitrary region in space. This means that the ap-
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parent sound source is located in direction and depth with
respect to the user. The illusion of varying depth can be
presented through even a monaural (single-channel) pres-
entation, whereas a binaural presentation is needed to
change the apparent direction of the sound.

In the real world, sounds come to the ear both from
theinitia source and from echoes off floors and other ob-
jects in the environment. If the source is close to the lis-
tener, the direct sound is relatively louder than the echoes,
as compared to the case when the source is distant. Ac-
cordingly, an illusion of depth can be created by varying
the intensity relation between theinitial sound and any ar-
tificially added echoes. Secondly, the timing relation be-
tween theinitial sound and its echoes tends to be different
for close sources and for distant sources, because the re-
flection angle, particularly from the ground or floor, isshal-
lower for more distant sources. The ear issensitive to such
small timing differences, as can be illustrated by the fact
that if anatural sound is played backwards, the echoes are
heard separately, whereas if it is played normally, what is
heard is an impression of space, but usually without indi-
vidually heard echoes unless the space is very large.

Left-right direction is, at least for low-frequency
sounds, conveyed largely by the phase difference between
the sound received at the two ears. At higher frequencies,
therelative intensity at the two ears becomes more impor-
tant. These effects, however, do not account for our ability
to hear the elevation of the sound, or the difference be-
tween sounds from the front and from the back. For those
aspects of direction, the ear uses the echoes from the lis-
tener's own head and ears. These are fairly complex, but
when all the echoes are added up, each direction of sound
causes aparticular pattern of differing spectral responsein
the two ears.

If the sound has a wide enough bandwidth (as does a
click or arushing sound), the differing spectral responses
of thetwo earsis perceived asaspecific direction of sound.
Itis hard to emulate these effects using headphones, but it
can be done, using filters derived from studies of eachin-
dividual listener's own ear responses. A less well defined
sense of direction can be obtained by using patternsfrom a
standardized average listener, and a yet less well defined
sense can be obtained even more simply, by adding only
the main echoes at an appropriate time delay.

3-D Audio presentation can be used in conjunction
even with 2-D visual presentation, to alert the listener that
something of interest may be seenin apart of the dataspace
to the right, left, above, or below the part shown on the
screen. This effect was long ago used in the Media Room
at MIT, inwhich awall of display showed many "places"
into which the viewer could zoom, and sounds emanated
both from the areas displayed and from those that could be
displayed if the user "scrolled" the wall across an essen-
tialy infinite display space.
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5.5.3 Visual 3-D Presentation systems

Presentation systems for 3-D can be divided into two
classes: those that give the user the impression of looking
at an environment from the outside, and those that give the
user the impression of being immersed in a space. The
former generally have the user look at a display on aflat
screen with aclear boundary, whereas the latter may place
the viewer inside an enclosure on the walls of which the
display is projected, or may present the display on head-
mounted screenswhose content varies asthe head isturned.

There exist severa degrees of immersion. The sim-
plest isused in aflight simulator, where the pilot sitsin a
model of a cockpit and sees through its windows a pano-
ramic view of a computer generated landscape. This cre-
ates a realistic sensation of being in a rea plane flying
over alandscape. The 3-D effect comes from the changes
in the view as the plane "flies over" the modelled terrain.
The fullest immersion is achieved with a head-mounted
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Fig 5.10 Providing an immersive experience through the
use of peripheral visions. (a) An artist's impression of the
Infinity Wall. (Image by Jason Leigh, Electronic
Visualisation Laboratory, University of Illinois and
Chicago). (b) Multiple Screens configured as a flight
simulator, showing a landing on an aircraft carrier.
(Danish Air Force)

display (HMD). An advanced HMD provides the | eft and
right eyeswith two separateimages, which produceareal -
istic stereoscopi ¢ sensation. Devicesfor tracking the move-
ments of the head allow for motion parallax. As the user
turns or moves, the display changes as if the user werein
the space being displayed. This sensation can be enhanced
using stereo or 3-D sound.

InfinityWall

Thel-Wall at the Electronic Visualization Laboratory,
University of Illinois at Chicago is a large-screen, high-
resolution, passive (or active) stereo, projection display well
suited for large audiences. It supports audio and is oper-
ated by two SGI Onyxes with Reality Engines or
InfiniteReality Engines. Low-cost polarised passive glasses
(like cardboard glasses used for viewing 3D movies) can
beused. Thel-Wall achievesitsimmersion by wide-screen
projection, but does not allow, unfortunately, away to look
down, aproblem with any normal audience seating arrange-
ment. (Omnimax/ Imax theatre seating addressesthis prob-
lem by steeply pitched seats). Thereis no stereo presenta-
tion, the 3-D effect being generated entirely from motion
parallax. The I-Wall is a successor to the PowerWall.
Multiple Screens

Multiple screens can give awider view, and give the
user afeeling of being in aVR environment. Thisis often
combined with for example. a mock-up of a cockpit (See
figure 5.10b).

Thelmmersive Work Wall from Fakespace System Inc
falls between the foregoing multiple-screen environments
and the workbenches described in the next section sinceiit
can be used to present either flat or stereoscopic displays.
Itisalarge scalevisualisation environment ideal for group
presentationsand collaborative design reviews. Immersive
WorkWalls are scaleable, with two or more edge blended
projectors being used to create a high resolution seamless
image. Therigid flat vertical surface presentshighly accu-

Figure 5.11 Immersive WorkWall (Fakespace Systems
Inc.)



rateimages. Large, 1:1 scalemodel sand environments can
be presented in ultra high resolution stereoscopic or 2-D
detail on the floor to ceiling screen.

Workbenches

Workbenches are semi-immersive, projection-based
systems. They support an extremely natural interaction with
computer-generated 3D imagery that isseen within thelim-
ited space of the workbench. Images, such as a physical
prototypeor avirtual environment, areviewed with tracked,
active stereoscopic spectacles, and appear to float above
the table. They can be viewed from all angles since the
viewer's viewpoint is known to the software that controls
the display. The content of the display can be manipulated
with handheld tracked pointing device, such as the wand
(see below).

Workbenches can operate horizontally (likea"virtual
sand-table" display), with a variable-angle work surface
like a drafting table, or verticaly as if the viewer were
looking through a window.

Workbenches are excellent for computer aided exer-
cises, asthey allow several personsaround thetable at one
time, and the persons can see and communicate with each
other. It is even possible for two persons to interact with
the model and have separate correct views of it. The open
table design supports collaborative workgroups, though
providing correct perspective to more than two viewers
presents aproblem. Several users can, however, have easy
access to any segment of a computer model, and the hu-
man visual system readily accommodates a certain amount
of distortion in the perspective.

The following sections mention different forms of
workbenches.

I mmersaDesk

The ImmersaDesk is a drafting table format virtua
prototyping device with a computer operated audio sys-
tem. Rather than surrounding the user with graphics and
blocking out the real world, the ImmersaDesk features a

re—
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4x5-foot rear-projected screen at a 45-degree angle. The
size and position of the screen give awide-angleview and
the ability to look down aswell asforward. The resolution
151024 x 768 at 96Hz. It can be operated from either a SGI
Onyx or an Indigo2 IMPACT.

The ImmersaDesk2 is a roadworthy (air cargo quali-
fied) version of the ImmersaDesk. With the press of abut-
ton, this 'Desk will instantly transform to vertical screen
position for useasatraditional rear projection display. This
self-contained flight case featuresarapidly deployablerear
projection system optimised as a oped screen Spatially
Immersive Display (SID) and includes on board tracking,
audio and input device equipment. Graphic system not in-
cluded.

ThelmmersaDesk3isan experiment using aflat screen
to create tracked, stereo, desk-top virtual reality displays.

The ImmersaDesk is portable and relatively low cost.
It requires only onegraphicspipeto operate. It can berolled
through doors and easily deployed in offices, galleries, ex-
hibition spaces or museums.

I mmer sive WorkBench with DUO option

The lmmersive WorkBench from Fakespace projects
bright, high-resolution imagesin two dimensions or stere-
oscopic views on to awork surface.

Fakespace devel oped the DUO (Dua User Option) for
Immersive WorkBenches. It is a multi-user tracking sys-
tem that provides two independent, correct stereo views
on asingle channel or pipe. Two users, standing anywhere
at the table, can view objects or environments from their
own correct perspective. This solves the long-standing
problem of having to group together near the single user
that had the tracked, correct perspective.

VersaBench

VersaBench is a powerful Virtual Modelling Display
(VMD). It incorporates high brightness, solid state projec-
tion systems for dynamic stereoscopic images. Two
Electrohome Vista Series DLP (digital light processing)
projectors provide left and right eye views for incredibly

s "N

Fig 5.12a (left) The Immersadesk

Fig 5.12b (middle) The Immersadesk 2
Fig 5.12c (right) The Immersadesk 3
(Electronic Visualisation Laboratory,
U. of lllincis at Chicago)
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bright, sharp, true colour
images using light-weight
passive stereo glasses.
Based on apolarised screen
and lenses, the glasses en-
able each eye to see a
dlightly different image for
a 3D effect. This approach
provides a flicker-free view, and allows several users to
move entirely around the display without the interruptions
that occur when a line-of-sight infrared beam is required
for the stereoscopic effect.

Fig 5.13 The principle of
the DUO system that
allows each user to seethe
stereoscopic presentation
appropriate to their own
position.

Holographic video devices

Holographic devices produce the optical wavefronts
that would have been produced by an actual object, with-
out regard to the viewer's location. They accomplish this
by means of light diffraction from a complex diffraction
grating that historically has been constructed by photo-
graphing an object inlaser light and interfering thereflected
light with thelight directly from the laser. However, it has
now become possible to compute the required diffraction
grating directly, even for objects that have never existed.
The trick with the displays mentioned here is to vary the
diffraction gratingsasthevirtual object changesand moves.

The Mark-1 Holographic Video Display is capable of
rendering full-colour 25x25x25mm images with a 15°
view-zone at rates over 20 frames per second. The holo-
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Fig 5.14 The Immersive Workbench

Fig 5.15 The Versabench.

graphicimageisgenerated using athree-channel tellurium-
dioxide Acousto-Optic Modulator (AOM). A holographic
fringe pattern is sent through each channel of the AOM to
modulate red (HeNe), green (double-YAG) and blue
(HeCd) light. Thethree resulting wavefronts are combined
using a Holographic Optical Element (HOE), to produce
one horizontal line of the horizontal-parallax-only image.
To provide sufficient resolution for the holographic dif-
fraction pattern, each horizontal line is 32K samples per
colour. Sincethe holographic fringe patterninthe AOM is
moving, a horizontal scanning mirror (18-sided spinning
polygon) is used to scan out the horizonta line and make
the image appear stationary. A vertical scanning mirror is
used to produce 64 lines (at video resolution) in a raster
scan fashion.

The Mark-11 Holographic Video Display is a scaled
up design. The design strategy for the Mark-I1 holovideo
display wasto exploit parallelism wherever possible, both
optically and electronically, such that the approach would
be extensible to arbitrarily large image sized displays. To
achieve the goal of a 150x75x75mm image, two 18-chan-
nel Acousto-Optic Modulators (AOM) were used, with each
channel of asingleAOM modulating beams of red light in
parallel. Six tiled horizontal mirrors scan across matched
to the speed of the signal in the AOM, such that it appears
the diffraction pattern in the AOM is stationary. As the
mirrors scan from left to right, oneAOM provides 18 lines
of rastered image. When the mirrors return from right to
| eft, the second crossfired AOM providesthe next 18 lines

330 mm dim\‘
250 mm FL.

Output Lens

Figure 5.16. Holographic Video Displays. (Fig 5.16a, left) Mark 1. (Fig 5.16b, right) Mark I1.



of rastered image. A
vertical scanner im-
ages each 18-line
pass below the pre-
vious one, with 8
horizontal scans in
all, providing
18x8=144 vertical
scan lines.

All the forego-
ing systems require
theuser tolook at the
3-D object througha
delimited frame.
Morefully immersive systemsexist, that allow the user to
be"inside" a3-D space.

Fig 5.17. The Fakespace
BOOM display

BOOM

Fake Space L aboratories Binocular Omni-Orientation
Monitor (BOOM) isa3-D display device suspended from
aweighted boom that can swivel freely about so theviewer
does not have to wear a Head Mounted Display (HMD);
instead, the viewer steps up to it and looks through it as if
through apair of binoculars. The boom's position commu-
nicates the user's point of view to the computer, and the
user can look in any direction in the space.

The BOOM has the same disadvantage as the HMD
in having alimited field of view, though not as limited as
the HMD. The field of view is 140 degrees horizontally
and 90 degrees vertically. So it provides a good field of
view, but does not give full periphera vision.

Virtual Retinal Display

In a conventional display a real image is produced.
The real image is either viewed directly or projected
through an optical system and the resulting virtual image
isviewed. With the Virtual Retinal Display (VRD), devel-
oped at the HIT Lab, no rea image is ever produced. In-
stead, an image is formed directly on the retina of the us-
er's eye. A block diagram of the VRD is shown in Figure
5.19b.

For 3-D viewing an image
will be projected into both of the
user's eyes. Each image will be
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Source | Electronics
R
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created from adlightly different view point to create astereo
pair. With the VRD, it is also possible to vary the focus of
each pixel in the image such that atrue 3-D imageis cre-
ated. Thus, the VRD has the ability to generate an inclu-
sive, high resolution 3-D visual environment in a device
the size of conventional eyeglasses. Figure 5.19b shows a
fixed version of the system that does not allow the user to
move the head.

TheVRD hasthe potential of greatly reducingthesize,
weight, and power consumption of displays, whileincreas-
ing their resolution.

Commercial applicationsof theVRD are being devel-
oped at Microvision Inc.

The CAVE

The CAVE(TM) is a multi-person, room-sized, high-
resolution, 3D video and audio environment devel oped by
the Electronic Visualization Laboratory at the University
of Illinocis at Chicago (Cruz-Neiraet a. 1992). It isavail-
able commercially through Pyramid Systems Inc. EVL
continues to research and develop the CAVE.

The CAVE consists of between four and six, ten foot
projection screens (left, right, front and floor screens and
maybe back and ceiling screens) on which aternating stere-
oscopic pairs are dis-
played (see figure). Pro-
jectors are used to throw
full-colour, computer-
generated images onto
the four or six screens.
CAVE software synchro-
nises all the devices and
calculatesthe correct per-
spective for each wall.
Stereo is mediated by
LCD shutter glasses and
trackingisviaAscension
technology's, Flock of
Birds (see below).

Afour-walled CAVE
is driven by five Silicon
Graphics Crimsons, one
for each screen and one
to coordinate the other

Fig 5.20 (a, above) Projectors
present stereographic imagery
on the walls of the CAVE. (b,
below). A user in the CAVE

Photon Intensity > Beam
Generation Modulation Scanning

Figure 5.19 (a, left) an experimental VRD device
(HIT Lab) (b,above) How VRD works.
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four machines. The CAVE offers a
richer experience than other existing
virtual reality environments, such asthe
head mounted display and the NASA
Boom, inthat its panoramic view gives
the user a greater sense of immersion,
there being no fixed screen boundary
withinthefield of view. Computer-con-
trolled audio providesasonification ca-
pability to multiple speakers, enhanc-
ing the immersion experience.

In the CAVE all perspectives are
calculated from the point of view of the
user. A head tracker providesinforma
tion about the user's position. Offset images are cal cul ated
for each eye. To experience the stereo effect, the user wears
active stereo glassesthat alternately block theleft and right
eye (Shutter glasses, see Fig 5.3 above).

The current interactive device isthe wand, which isa
3D mouse with ajoystick for navigating and three buttons
that can be programmed for interactivity (See below).

5.5.4 Input devices associated with 3-D
presentation

Display of a 3-D space, ho matter how convincing,
provides little advantage over a 2-D presentation unless
the user has two abilities: (1) the ability to change
viewpoint within the space, and (2) the ability to ma-
nipulate virtual objects that exist in the space. Ina2-D
presentation, object selection and manipulation can be
awkward, in that it is not aways clear which object isto
be selected out of several that may co-exist at the same
space point (do | want to select the "red pixels’, the
"road", or the "region" on the displayed map | just
clicked). A mouse and cursor system defines a point, and
aline can be drawn around aregion to select it, if that is
what the user wants. In a 3-D space, the problem is
worse, in that an object is bounded by a surface rather
than aline, and if the device defines at any moment a
single point, as most do, then there is no simple way to
delineate a volumetric region other than to use geometri-
cally simple shapes that can be defined by selection of a
few points.

The equivaent device to a2-D mouseisa3-D
mouse. A 2-D mouse ordinarily rolls or slides around on
asurface, but thisis not possiblein 3-D. Accordingly, a
3-D mouseis likely to correspond more closely to a2-D
trackball, responding to forces applied by the user in
three dimensions. The "mouse” is stationary. The next
sections describe different stationary mice.

Cyberman

Logitech's CyberMan 2 Digital Game Pad is an ad-
vanced digital game controller of based on optical tech-
nology originally developed for a NASA space mission.

Fig 5.21 Cyberman 2
(Stirtz Brothers Trading.)

Fig. 5.22.(a) Magellan™, (b) Magellan
Plus

Cybermanisa6D stationary input device. This
device measures only the direction aforceis
applied, not the magnitude.

Magellan™ 3D Controller, and Magellan™ Plus

The Logitech® Magellan 3D Controller, also called
spacemouse, translatesthe sense of touch into the dynamic
movement of objectswithin 3D space. It providesinterac-
tive motion control of 3D graphic objects allowing X, Y,
Z, pitch, roll and yaw movement in up to 6 degrees of free-
dom simultaneously (zoom, shift and rotate in one han-
die).

L ogitech's Magellan Plusisthe next generation of the
Magellan 3D Controller. It has 11 programmable buttons
and an enhanced industrial design for comfortable hand
rest.

Magellan 3D Controller and Magellan Plus are avail-
able at LogiCad3D Inc.
Spaceball

Spaceball is a 6D stationary
input device, which measures both
the magnitude and the direction of
an applied force.

Spaceball is available at Vir-
tual Presence.
WAND

The WAND isthe major input Fig 5.23. Spaceball
device used to interact with and (Virtual Presence)
control a VR experience in the

CAVE or on workbenches. It has an antenna attached so
that the computer constantly receives information about
thewand's position and orientation (5 degrees of freedom),
which alow the user to navigate in the space. The first
wand was created with a thumb-navigation joystick and

Fig 5.24 (a, left) The WAND. (b,
above) Wanda (Copyright 1999 by
Greg Dawe and EVL @ UIC (Patent
Pending)



three interactive buttons on the top. The user
holds the wand like a gun, and has to stretch
the thumb forward to reach joystick and but-
tons.

Problems with the WAND led to the de-
sign of WandaTM. The Wanda has three but-
tons and a joystick but they have been relo-
cated within the reach of the radius of opposi-
tion (thumb to finger).Wandais commerically
available from Murray Consulting, Inc.

The WAND and Wanda have been devel-
oped at Electronic Visualization Laboratory, University of
Illincis at Chicago (EVL, UIC).

Polhemus

Polhemusis asensor devicethat uses el ectromagnetic
coils to provide a 6D position and orientation measure-
ment. It isasmall cube, which may, for example, be worn
on the wrist and used in conjunction with a dataglove, or
on the head to detect head motion.

GLOVES

Gloves make amore intuitive way to interact with the
objects in the virtual environment, since it is natural for
humans to use their hands to interact/manipulate objects
in thereal world. It isalso difficult to punch in commands
on a keyboard when wearing a head-mounted display or
operating the BOOM. There are different types of gloves:

Onetype of dataglove hasaweb of fiber optic cables
along itsback. Changesin theamount of light trans-
mitted to the computer signal how the joints of the
fingers are bent. Once the dataglove has been cali-
brated to the hand, gestures may signal pre-pro-
grammed commands.

Other gloves use strain sensors over the jointsto de-
tect movement.

Some gloves rely on mechanical sensorsto measure
the hand movements.

Inthe PINCH™ gloveseach fingertipiscovered with
an electrically conductive material. Anytime two
or more fingers touch (aka pinch) they complete
the circuit. The glovesthen register which circuits
arecompleted, by adding the bit values of thetouch-
ing fingers.

The following subsections mention different types of

gloves.

DataGlove

DataGlove is a gesture recognition device devel oped
by VPL Research. Magnitude of finger flexation is deter-
mined by measuring the amount of light that escapesfrom
the scratched surface of afibre optic strand in each finger.
An external sensor, such as the Polhemus determines the
position and orientation of the hand. Dataglove is avail-
able from Greenleaf Medical Systems.
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Fig 5.25a (left) DataGlove (US National Aeronautics and Space
Administration) Fig 5.25b (right) PowerGlove (Abrahms Gentile
Entertainment)

PowerGlove

PowerGloveisagesture recognition device devel oped
for the Nintendo Entertainment System and licensed to
Mattel Toys. Abrahms/Gentile Entertainment marketed in
1997 a PC PowerGlove. The magnitude of finger flexation
is determined by measuring the change in resistance of a
piezioelectric strip in each finger. Built-in ultrasonic sen-
sors measure the position and orientation of the hand. The
PowerGloveisavailable from Abrahms Gentile Entertain-
ment.

5DT Data Glove

The 5DT Data Glove 5 measures finger flexure (1
sensor per finger) and the orientation (pitch and roll) of
the user's hand. It can emulate a mouse as well as a base-
lessjoystick.

The5DT DataGlove5-W isthewireless (untethered)
version of the 5DT Data Glove 5. The wireless system in-
terfaces with the computer viaaradio link (up to 20m dis-
tance).

The 5DT Data Glove 16 is a 14-sensor data glove
that measures finger flexure (2 sensors per finger) as well
as the abduction be- _
tween fingers. Itisthe
higher-end version of
the 5DT Data Glove
5.

Both the 5DT
DataGlovesareavail-
able from Virtual
Presence.

Cyberglove
CyberGlove is a
low-profile, light-
weight glove with
flexible sensorswhich
accurately and
repeatably measure
the position and
movement of the fin-
gers and wrist.
CyberGlove's design
incorporatesthe latest

Fig 5.26 (a, top) 5DT Data
Glove 5 (b, bottom) Data
Glove 16. (Fifth Dimension
Technologies (5DT))



high-precision joint-sens-
ing technol ogy.

The CyberGlove is
available in two models
and for either hand.

The 18-sensor model
features two bend sensors
on each finger, four abduc-
tion sensors, plus sensors

Fig 5.27 CyberGlove measuring thumb crosso-

(Mirtual Technologies, ver, palm arch, wrist

Inc.) flexion and wrist abduc-

tion. The 22-sensor model

adds sensors to measure the flexion of the distal joints on
the four fingers.

The CyberGlove is available from Virtual Technolo-
gies, Inc.
PINCH™ Glove

Zz N

Fig 5.28 PINCH™ glove
(Fakespace Labs, Inc.)

The PINCH
glove system pro-
vides a reliable
method of recogniz-
ing natural gestures.
Recognizable ges-
tures have natural
meanings to the
user: inthe standard
device program, a
pinching gesture
can be used to grab avirtual object, and afinger snap be-
tween the middle finger and thumb can be used to initiate
an action. The PINCH system uses cloth gloveswith elec-
trical sensors in each fingertip. Contact between any two
or more digits completes a conductive path, and a com-
plex variety of actions based on these simple "pinch" ges-
tures can be programmed into applications. The PINCH
gloveisavailable from Fakespace Labs, Inc.

Tracking devices

Ascension's Flock of Birds

Ascension's Flock of Birdsisamodular tracker with

six degrees of freedom for simultaneously tracking the po-
= dStionandorien-

tation of one or
more receivers
(targets) over a
specified range
of +4 feet. Mo-
- . tions are
s ) tracked to accu-
racies of 0.5°

and 0.07 inch.

Dueto simulta-

Fig 5.29 The components bf |
Ascension's Flock of Birds
(Ascension)

neous tracking, fast update rates and minimal lag occur
even when multiple targets are tracked. It is designed for
head and hand tracking in VR games, simulations,
animations, and visualisations. The Extended Range Trans-
mitter (ERT) isalong-range transmitter designed to boost
tracker range to £10 feet.

The Flock of Birdsis used for full-body tracking over
room-sized areasfor biomechanics, VR walkthroughs, mo-
tion analysis, and character animation. It eliminates cali-
bration/alignment problems in operating over long dis-
tances, and does not require mapping and compensation at
installation for optimal performance. For long-range per-
formance, multiple ERTs may be linked together.

Shown in the picture are the various components and
options available with the Flock of Birdstracker. Fromthe
|eft are electronics units and sensors. One electronics unit
isdedicated to each sensor to consistently maximisetrack-
ing speed. To the right are the two optional transmitters.
The large black box is the extended range transmitter for
long-range (16' diameter) operation. In the foreground is
the standard range transmitter, suitable for mid-range (8'
diameter) tracking applications. The enclosurein the cen-
tre is the extended range controller unit, for use with the
extended range transmitter.

Ascension's MotionStar Wireless™

Ascension'sMationStar Wireless™ isaMagnetic Mo-
tion Capturewithout cables. Mo-
tion data for each performer is
transmitted through the air to a
base station for remote process-
ing.

STAR*TRAK and
FASTRAK

The STAR*TRAK isarea-
timewirelessmotion capture sys-
tem caled HUMANIMATION™,
The STAR* TRAK uses electro-
magnetic tracking technology to
accurately track motion from
multiple sensors. To optimizethe
system's performance, calibra-
tion may be needed in envi-
ronments affected by metal-
lic distortion.

FASTRAK is a highly
accurate, low-latency 3D mo-
tion tracking and digitizing
system. FASTRAK cantrack
up to four receiversat ranges
of up to 10 feet. Multiple
FASTRAKSs can be multi-
plexed for applications that

require more than four re- Figur 5.31 grAR*TRAK
ceivers. |deal for head track- (Polhemus)

Fig 5.30 Ascension's
Motion Sar Wireless.




Figure 5.32 FASTRAK (Polhemus)

ing, hand tracking, instrument tracking, biomechanical
analysis, graphic and cursor control, stereotaxic localiza-
tion, teleroboatics, digitizing and pointing.

STAR*TRAK and FASTRAK are available from
Polhemus.

Haptic devices

When one handles an object inthereal world, onefeels
resistance. The object hasresilience and texture. But auser
wearing a data glove "picks up" avirtual object in a 3-D
space without the least feel of resistance. The fingers can
pass through the object as readily as through air (though
the virtual fingers seen in the visual space may not). In 2-
D display space, providing appropriate force feedback re-
sistance to amouse has been shown to alow usersto trace
patters on the screen more accurately and faster than they
can do with asimple mouse (Engel, Goosens, and Haakma,
1994). Similar improvements should be expected from the
provision of force feedback in 3-D spaces.

Accordingly, adevice like a data glove, but that was
able to create variable resistance to the movement of the
hand and fingers would have the potential of greatly en-
hancing the realism of the user'simmersionin the 3-D vir-
tual space. Devicesfor providing force feedback have been
demonstrated and used in experiments for almost half a
century, but only recently have they achieved reasonable
versatility. None of the devices described here are as ver-
satile astheimaginary force-feedback glove, but they move
in its general direction.

PHANToOM

At the simplest level, the PHANTOM device's design
allows the user to interact with the computer by inserting
his or her finger into a thimble. The computer may allow
the use to move the thimble freely, or may resist the user's
attempts to move it, simulating the resistance of avirtua
object in the space. For more sophisticated applications,
multiple fingers may be used simultaneously or other de-
vicessuch asastylusor tool handle may be substituted for
the thimble.
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Fig5.33 Th PHANToM force-feedback device
(CNN)

Just asthe monitor enables usersto see computer gen-
erated images, and audio speakers alow them to hear syn-
thesized sounds, the PHANTOM device makes it possible
for users to touch and manipulate virtual objects. There
are three models of the PHANToM haptic interface, pro-
viding arange of workspaces.

The PHANToOM is available from Virtual Presence.
L aparoscope

A new force feedback surgical simulation tool, the
Laparoscopic Impulse Engine is a 3-D human interface
specifically designed for
virtual reality
simulations of
Laparoscopic & Endo-
scopic surgical proce-
dures. It allowsauser to
wield actual surgical
tools and manipulate
them as if performing
real surgical procedures.
The device allows the
computer to track the
delicate motions of the
virtual surgical instru-
ments while also allow-
ing the computer to
command realistic vir-
tual forces to the user's hand. The net result is a human-
computer interface, which can create virtual reality
simulations of medical procedures, which not only look
real, but actually feel real.

The Laparoscopic Impulse Engine is available from
Virtual Presence.
CyberTouch

CyberTouch is a tactile feedback option for the 18-

sensor CyberGlove instrumented glove.CyberTouch fea
tures small vibrotactile stimulators on each finger and the

Fig 5.34 Laparoscopic
Impulse Engine (Immersion
Corporation)
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pam of the CyberGlove. Each stimulator can be individu-
aly programmed to vary the strength of touch sensation.
The array of stimulators can generate simple sensations
such as pul ses or sustained vibration, and they can be used
in combination to produce complex tactile feedback pat-
terns. Software developers can design their own actuation
profile to achieve the desired tactile sensation, including
the perception of touching a solid object in a simulated
virtual world, though without the physical resistance pro-
vided by a solid abject in the real world.

CyberTouch isavailable from Virtual Presence.

In the next chapter we turn from the devices that con-
stitute the lowest level of interface to a consideration of
interaction through the interface.

Fig 5.35 CyberTouch (Mrtual Technologies, Inc)

Annex to Chapter 5:
Contact information for the devices and companies mentioned in section 5.5

Company Address Phone/Fax URL
Abrahms Gentile Entertainment 244 West 54th & f1 9 +1 212 757 0700 http://www.ageinc.com
NYC, New York 10019 +1 212 765 1987
USA
Ascension Technology P.O. Box 527 Burlington 800 321-6596 (USA)  http://www.ascension-tech.com
Corporation USA VT 05402 +1 802 893-6657
USA +1 802 893-6659
Electronic Visuadization Electronic Visudization Laboratory (M/C 154) http://www.evl.uic.edw/EVL
Laboratory, University of University of Illinois at Chicago +1 312 996-3002
Ilincis at Chicago 851 S. Morgan St. Room 1120 SEO  +1 312 413-7585
Chicago, IL 60607-7053
USA
Fakespace Labs Inc. 241 PolarisAve. +1 650 688-1940 http://www.fakespacel abs.com/
MountainView, CA 94043 +1 650 688-1949
USA
Fakespace System 809 Wellington Street North, +1519 749-3339 http://www.fakespacesystems.com/
Kitchener, Ontario CanadaN2G 436  +1 519 749-3151
Fifth Dimension Technologies 5DT <Fifth Dimension Technologies> http://www.5dt.com/
(5DT) PO.Box 5 +27 12 349 2690
Persequor Park +27 12 349 1404
0020 Pretoria
South Africa
Greenleaf Medica SystemsInc. Greenleaf 800-925-0925 (USA)  http://www.greenleafmed.com/
3145 Porter Drive, Suite A202 +1 415-843-3640
PaloAlto, CA 94304 +1 415-843-3645
USA
Human Interface Technology HIT Lab +1 206-543-5075 http://www.hitl .washington.edu/
Laboratory (HIT Lab) University of Washington +1 206-543-5380
Box 352142

Seattle, WA 98195-2142
USA
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Company Address Phone/Fax URL

LogiCad3D Inc. 29959 Ahern Avenue +1510 471-4057 http://www.logicad3d.com
Union City, CA 94587-1211 +1510471-4742
USA

Logitech 6505 Kaiser Drive +1 510-795-8500 http://www.logitech.com
Fremont, CA 94555
USA

Microvision, Inc. PO. Box 3008 (mailing) +1425 415-MVIS (6847)

19910 North Creek Parkway (office) +1 425 415-6600 http://www.mvis.com/
Bothell, WA 98011-3008

USA
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Chapter 6: Presentation Systemsand Data
Manipulation Engines

6.1 Introduction

In Chapter 5, we concentrated on the principles of inter-
action, and on devices for presenting and for influencing 3-
D displays. However, 2-D displays are more common than
3-D, and probably will remain so for some time. Whether
thevisual display is2-D or 3-D, and whether the visud dis-
play is supported by auditory, tactile, or haptic display, the
user gtill has the same three requirements for data presenta-
tion:

to see such-and-such data;

for the data to be organised thus-and-so; and

to see the data from this or that viewpoint

Thefirst requirement impliesthat the user should be able
to communicate with whatever Engine selectsthe datafrom
the database, the second that the user should be ableto inter-
act with the Engine that organises and manipulates the se-
lected data, and thethird that the user should beabletointer-
act with the Presentation systems that produce the displays
shown by means of physical devices such asthose described
in Chapter 5.

In the IST-05 Reference Model (Figures 1.2 and 1.3),
the "Visualisation" module in the human is shown as inter-
acting in aconceptual loop withthe"Engines' moduleinthe
computer. Because humansand computersshareno tel epathic
connections, the real, as opposed to conceptual, interaction
hasto go through the physical /O devices. Inthis chapter, it
is convenient to divide "Engines' into two classes, one of
which interacts with the data in the dataspace, selecting,
manipulating, and possibly revising those data. We call this
classthetrue Engines. The other classinteractswith the user
through the input-output devices, and with the data that has
been manipulated and reorganized by the true Engines. This
second class, we call "Presentation systems." Presentation
systemsof course manipul atethe data, but do so not to analyze
it, but to determinehow it ispresented—whereina3-D space
each datum is shown, where the user's viewpoint might be,
what colour and transparency each voxel might have, and so
forth.

Inthelanguage of the M odel-View-Controller paradigm,
the true Engines (henceforth the "Engines") provide the
Modéd, the Presentations systems the View and the interac-
tions that inform the Controller. The Modd, of course, is
itself only aView onto the dataspace, because of the selec-
tion and a gorithmic manipul ations performed by the Engine.
What the user seesisaView onto aView. The user controls
the Presentation systems through the 1/0O devices, and the
Engines through the Presentation systems, as shown in the
expansion of the IST-05 Reference Model in Figure 6.1.

AsFig 6.1 suggests, the user interacts with the Presenta-
tion systemsthrough the physical Devices, with the Engines

through the Presentation systems, and with the Dataspace
through the Engines. In the sense described in Chapter 5, the
Devices are the interface that supports the user's interaction
with the Presentation systems, the Presentation systems are
the interface that supports the interaction with the Engines,
and the Engines are the interface that supports interaction
with the Dataspace. Each can be seen, designed, and ana-
lysed as one or more Layersin the sense of the Layered Pro-
tocol description of the interface.

Theimplication, of course, isthat the"Visualising” mod-
ulein the human should also be split into alayer that controls
how the data are shown (interacting with the Presentation
systems) and another layer that interacts with the Engines,
but there is no need to make that obvious division explicit
unless a precise analysisisto be done.

6.1.1 The SOMA functions

Although thefunctiondity of thecomputer side of avisu-
alisation system can be described asin Fig 6.1, this does not
mean that visualisation software must be constructed with
an explicit separation among thethreemgjor layers (Devices,
Presentation systems, and Engines). Indeed, many such sys-
tems have been constructed in a monolithic way (perhaps

Human < Understanding/ ) Why
4 Acting
Visualising What
[Eh:pu: éeuifnﬁ}'”lﬂ.iﬁl Devices ]
Presentation
Systems
How
Computer

( DataSpace

SEnsars

Quter World / \

Fig 6.1 The I ST-05 Reference Model, expanded to show
the relationship between Presentation systems and
Engines, both of which interact in a loop with the
"Misualising" module in the human.
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despite using an object-oriented design method). Neverthe-
less, dll visualisation systems must havethefour SOMA func-
tions: Select the data from the dataspace (done by an En-
gine); Organiseand Manipulate the datafor the Presentation
systems (Engine); and Arrange the data for display through
the Input-Output Devices (Presentation System).

In different visualisation systems, the user has different
degrees of control over these four functions, any of which
may be fixed and possibly rudimentary in theinitial design.
Selection, for example, might ssimply be aquestion of listing
all thedatain the dataspace; Organization might consist sm-
ply of providing each datum asit comesin from an external
sensor; Manipulation might simply be to show each datum
asit existsin the dataspace; and Arrangement might simply
beto provideatext listing of the data. More commonly, how-
ever, each of the functions is complex and allows at least
some of its parameters to be controlled by the user.

Almost al issues of interaction resolve into questions
about how the system alows the user to satisfy the three
needs. Thefirst requirement impliesthat the user must inter-
act with the way the Engines sel ect the database, the second
that the user must interact with theway the Engines organize
and manipulate their selection results for the Presentation
systems, and the third that the user must interact with the
Presentation systems themselves.

If the user is performing rea-time control, thereisfourth
requirement: that the user be able to indicate to the Engines
what dataisto be atered (or what externa actions should be
performed), but we will have little to say on this issue, be-
cause it fairly closaly parallels the user's need to see such-
and-such data.

We dtart by discussing some aspects of the Engines that
are the technological heart of any visualisation system. Ide-
ally, the user contrals the operation of the Engines and the
Engines interact with the data in such a way that the user
fedsasif he/sheisexperiencing and working directly onthe
datain the dataspace. Then we address some possible pres-
entation techniquesand theway usersmay interact with both.
In the next chapter, we look at how some demonstration ap-
plications have addressed some of these issues.

6.2 Engines

What is an "Engine" in a visudisation system? An En-
gineperformsoperationsin or on the dataspace. It usessome
agorithm or other to determine what data to manipulate so
asto satisfy auser'sintention as expressed through the inter-
face. It manipulates the datain some way according to what
the user has ingtructed it to do. Findly, it does something
with the manipul ated data, which may to feed it back into the
dataspace, or to prepare it for a presentation system such as
VRML.The Engine performs SOM of the SOMA functions.

Inthel ST-05 ReferenceModd (Fig 1.1 or Fig6.1), "Visu-
disation" in the human islinked in aloop with the computer
"Engines’ at the other end of theloop. The human influences

the choice of Engine and the performance of the chosen En-
gine, and the Engine selects and manipulates the data that
are shown through the presentation devices such asthe 3-D
systems described in Chapter 5.

Perhaps all the Engine doesisto discover data that con-
forms to some characteristics specified by the user, and to
provide the sel ected datato the Presentation systemsfor dis-
play totheuser. Thenitisa"Search Engine." But it might do
more, such asanalyze correlations and trendsin the data, or,
inacontext such asthe Master Battle Planner for Air Opera
tions, it might analyze policy failures and vulnerabilitiesin
aircraft and crew scheduling, and prepareaertingindications
for the Presentation systems (the actua Master Battle Plan-
ner, described in Chapter 7, has no such Engines, being sm-
ply a presentation and data input interface to a flat-file
dataspace). In a document universe, an algorithmic Engine
might create anetwork of similarities between documentsas
seen from a particular viewpoint determined by a specific
user's present and recent queries, and store the constructed
network data back into the dataspace for later retrieva. En-
gines comein many flavours.

An Engine—as depicted in the expanded | ST-05 refer-
encemodel of Fig 6.1—hastwo interfaces, onewith the user
(by way of the Presentation system) and one with the
dataspace. To describe an Engine, one needsto describe both
of the interfaces as well as the manipulations that can con-
nect them. A taxonomy within which Engines could be de-
scribed needs some kind of taxonomy for all three compo-
nents:

How does the user control what the Engineis asked
to do?

How does the Engine select the data?

What does the Engine do to the data?

Wedo not at present have such ataxonomy, but in devel-
oping or analyzing the technological support for an applica
tion, answersto these three questions must be found, and the
following section provides a start.

6.2.1 Interaction with the Engine

In Chapter 5 we treated the human interaction through
the input/output devices, concentrating largely on 3-D lo-
calization of the presented data. Now we must briefly con-
sider the interface between the user and the Engine from the
viewpoint of the Engine (Question 1, above).

What can the user ask the Engine to do? There are two
main classes: (1) find data elements having certain charac-
teristics, and (2) execute algorithmsthat have data elements
asarguments. Examples of the latter might include the com-
putation of similarities between images, the satistical analy-
sisof trendsin data, comparisons of dataitems against criti-
cal values, matching data sets against predetermined inter-
esting patterns, and so forth.

Algorithmic analysis, logically, must be done either on
all the data in the dataspace or on a selected subset of the
data items. It follows that most interactions with Engines



include methods of selecting which data are to be extracted
from the dataspace, whether or not the dataareagorithmically
modified beforedisplay to the user or returnto the dataspace.
The user therefore must have ways to specify the character-
istics of the datato be used.

In Table 3.1, which we reproduce here as the left part of
Table 6.1, we presented a taxonomy of data types. Clearly,
the nature of the data has a considerable influence on how a
selection can be specified. Onecannot ask for adisplay of all
data exceeding a certain threshold if the data is a sporadic
stream, since the data of interest may not have arrived yet.
One could, however, ask that when adatum that exceedsthe
threshold arrives, it be displayed (perhaps in the form of an
Alert, if such data arriverarely).

The Engine cannot change the nature of the data descrip-
tion in the taxonomy, except to add the results of its own
manipulations into the dataspace. The Engine has no influ-
ence on whether the data acquisition is streamed or static,
whether it isfrom single or multiple sources, whether itsval-
ues are analogue or categoric. However, the nature of the
data can affect the possibilities for selection.

With, say, streamed data, the Engine can do a running
analysis on the data as it comes in, but it cannot influence
which datum comes next. Which data element to analyze
next isdetermined for the Enginein away it isnot when the
data are static, and the user can specify little about it to the
Engine except, perhaps, to say something like" Do your work
between midnight and 3am, ignoring incoming data at other
times of day," or "Anayze only every 100th datum."

In respect of sources, if the user knows the sources (and

Table 6.1 How the data types affect the potential
methods of data selection.

Affect
Data Types Selection
(Copy of Table 3.1) Method?
regular
Acquisition ~ Streamed sporadic Y
Static
Sources Single Y
Multiple
. User-selected
Choice Externally imposed N
N L ocated
I dentification Labelled Y
Andogue ~ Scaar
vector
Values . linguistic Y
Categoric ~ SYMbOIiC 1o jinguistic
(Cl Ia:ss cal linguistic
or Fuzzy) non-symbolic =~
non-linguistic
Interrelations User-structured N
Source-structured
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thenature of the sourcesmay itself beapart of the dataspace)
then data selection could be by choice of source; " Show me
the returns from emitter 375."

Whether the choice of data in the dataspace was made
initialy by the user (perhaps as the result of an earlier En-
gine operation such as sdlection and similarity analysis) or
wasexternally imposed has no effect on what selection crite-
riathe user can now impose.

Whether the data arelocated or labelled makesabig dif-
ference to the user's ability to select. Located data may be
selected by defining geometrically aregion in the dataspace
withinwhichthedesired datalie, whereas|abelled datamust
be selected by some operation on the content of the labels,
such ashy placing themin a(one-dimensional) located space
by a phabetic ordering.

The nature of the values of the data can be crucial in the
selection process. Analogue val ues can be the basis of selec-
tion according to where the dataliein comparison to various
threshold vaues, but no such procedure can apply to classi-
cal categoric values. A data element either belongs or does
not belong to aclassical category, and the only possible se-
lection procedure is to determine whether this or that cat-
egory is adesired one. For example, a Web search Engine
based on Boolean principles may |ook for a set of keywords
that do or do not occur in each page examined, and select the
page according to whether the Boolean function of "present/
not-present” truth valuesis satisfied or not.

If the categories are fuzzy rather than classical, not only
must the selection procedure choose which categories are
desired, but aso they must define membership thresholds
for accepting itemsthat have membership in the desired cat-
egories.

Web search Engines based on concept vector analysis of
the pages apply an agorithm to the categories, turning the
category datainto anal ogue datawithin which concept simi-
larity isapermissible construct. Having altered the nature of
the dataspace by a prior operation, the Engine can then deal
with the anal ogue results for selection purposes. Something
of the same effect can be achieved by prior analysis of histo-
grams of keyword occurrences in the data pages, allowing
similarity measures to be developed among the histograms
that represent different pages. Category membershipistraded
for an anal ogue surrogate.

Finaly, it matterslittle, if at al, to the selection process
whether theinterrel ationsamong the data el ementswere user-
structured or were source-structured. If the Engine has, for
example, created similarity measures among histograms of
keyword usage in the documentsin a dataspace, the datain-
terrelations are user-structured, but if those histograms are
the raw data supplied by the data source, they are source-
structured rel ationshi ps. Which structuring wasdoneisirrel -
evant to the selection procedure. What matters is whether
the structure is available for the Engine to use.

Table 6.2 suggests possible selection proceduresfor data
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Table 6.2 Selection methods appropriate to different data types.

Data Type Possible selection method
Check incoming datain real time sequence for corre-
Streamed spondence with specification
Acquisition
Static Search dataspace for data elements that satisfy specification. Implies that the dataspace
has a method for determining where potentially interesting data el ements can be
found. Permits Exploration.
single no selection possible
Sources , : o
multiple Selection of data from specified source(s).
located Specification of (hyper-)volume that contains data elements
I dentification
labelled Specification of characteristics of the labels of the data (implies that labels have
analogue or categoric values in a searchable dataspace)
analogue Specification of a (hyper-)volume of interesting values
Values _
categoric Specification of characteristics of interesting categories.

of different typesin four of the dimensions of data descrip-
tion.

According to Table 6.2, therereally are only two distinct
ways to select data that might be "interesting." Either the
data characteristic can be described as an analogue vaue, in
which case data are selected that are within a (hyper-) vol-
ume, or it is described in categoric terms, in which case se-
lection involves alogical analysis of whether each data €l-
ement's categorical description satisfies some criterion (of-
ten, but not necessarily, described in Boolean terms).

The "natural" way for auser to specify dataisto usean
analogue device to specify the hypervolume for analogue
characterigtics, and alanguage-based device (e.g. keyboard,
voice recognition) to specify categorical characteristics.

Since the descriptors that affect the selection of any data
element form afour-dimensional matrix, the space of selec-
tion options a'so is four-dimensional. In each of the dimen-
sions, there is a default selection of "unspecified," which
means"sdect dl." So, if the user want to select, say, al docu-
mentsthat contain "F-16" and "titanium" but not "research",
the selection will choose documents from any source, both
labelled and located documents (which may have been lo-
cated inahigh-dimensional space by, for example, an earlier
concept-vector analysis or histogram count), and will oper-
ate the same way whether the data are in a static archive or
are streamed. If the data are streamed, the Engine can report
when such adocument arriveson thestream, if static, whether
such adocument isin the archive.

Thereis no reason, however, why the user should not be
ableto specify selection criteriaon dl the dimensionssimul-
taneoudly, The user may want notification when adocument

containing "F-16" and "titanium" but not "research" comes
in on astream from source X with alabd "urgent”. In mak-
ing the specification, therefore, the user must be able to tell
the Engine not only the characteristics or hypervolume that
describe the data, but also which attribute is currently being
specified.

Thisrequirement places constraintson the user interface,
which must providethe user with acategory-sel ection mecha-
nism for choosing which of the four attributes is being pro-
vided with data-selection criteria (since there are only four,
this mechanism need not be language-based). It must aso
provide the user with ways to describe desired (hyper-) vol-
umes of the space of different attributes, especidly if selec-
tion is by datalocation or by its analogue value.

Typicaly, these requirements demand that the user be
provided with some kind of language input (though menu
selection sometimes is also appropriate), and with an ana-
logue device powerful enough to alow the user to locate the
boundaries of a selection (hyper-) volume. A 2-D mouseis
adequate for describing a 2-D hypervolume (i.e., a surface
shape), butin 3-D itisnormal that thedevice hasto alow the
user to changeviewpoint in order even to seetheregionsthat
the hypervolume must specify. Thisimplies a need to give
the user means both to navigate through the space and to
identify locationsin the space. We discuss navigation in sec-
tion 6.4.

Notice that these requirements stem not from a consid-
eration of the user interface from the human's point of view,
but from a consideration of what an Engine must know if it
isto select data according to the user's needs.



6.2.2 The Engineinteractswith the
dataspace

There are two main ways in which an Engine can inter-
act withthe dataspace. It can select items out of the dataspace
for manipulation and possible presentation to the user, and it
can alter both the data vaues and the data structures in the
space. An example of the latter might be an Engine that ex-
amines each text document or Web page and tags it with a
location in amultimensional space by assigning to it acon-
cept vector or a histogram. The documents initialy might
have been labelled in some arbitrary way, but after the work
of the Engine they are located rather than labelled data, and
can then be sdlected by criteria such as"like document X".

In asimilar way, an Engine might follow the linkson a
Web page, and thelinks on the pagesit next found, and so on
adinfinitum. Infollowing thelinks, it might labd dl the pages
it found with anumber based on such parametersasthemini-
mum number of jumps required to get to each page from a
root page, and the number of completely independent routes
to get there, weighted by the length of the routes. Such val-
ues locate al the found Web pagesin asingle dimension—
distancefrom the root page. Doing thisusing many randomly
chosen (labelled) root pageswould allow the found pagesto
belocated by well-known agorithmsinawell-specified mul-
tidimensional space of mutual relevance as seen by the page
authors. The dataspace of the Web would then have changed
from areticulated network into a space of located data ele-
ments (pages).

6.2.3 The Engine manipulates the selected
data

Having selected the data, an Engine can manipulateit in
an unlimited number of ways. It is here that the Engine be-
comes Application-specific and inaccessible to any simple
and useful taxonomy.

6.2.4 The Engine provides datato the Pres-
entation system.

Usually, when wearedealing with truly massive datasets,
the job of the Engine is to reduce the dimensionality, and
usually the quantity, of databefore assigning it to apresenta
tion mechanism. But thisisnot awaystrue. For example, an
Enginethat producesvoxd datafor acomplex airflow might
well provide the presentation mechanism with the data for
every voxel. The data are located in the dataspace, and the
dataspace location maps directly onto location in the display
spaceinaway that the human findseasy touseinvisualising
the flows.

More typically, however, even data located in the
dataspace cannot be mapped directly onto the display space
because the dimensionality of the dataspace location is too
high. If that isthe case, the Engineislikely to manipulatethe
datain suchaway that the spatial presentation dimensiondity
isa most three, and the other dimensionsof thedatalocation
are provided to the presentation mechanism asdatava uesto
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be represented by arbitrary characteristics of the objectsthat
represent the data (shape, size, colour, orientation...) aswell
as by time variation in any of these characteristics. The re-
verse is also common: the data may be located in only one
dimension (e.g.by time of acquisition) but have a high-di-
mensional value. In this case, the Engine may convert some
of thedimensionsof valueto locationsfor use by the presen-
tation mechanism.

What the Engine providesto the Presentation mechanism
isaset of labelled or located data elements that have values
for possibly many attributes. These values may not be the
same as those associated with the corresponding data ele-
ments in the dataspace, for reasons mentioned above. But it
is less obvious, though true, that the data elements that the
Engine provides to the Presentation system may have no
counterpart in the dataspace.

For example, let us imagine that the dataspace consists
of aset of URLsof particularly interesting Web pages. If the
Engine performs the kind of link analysis mentioned in the
last section, some of the data elements provided to the Pres-
entation system might represent the commonality of linkage
between the pairs of pages represented by the URLs in the
dataspace, which the Presentation system might display in
the form of anumeric matrix, anetwork with variable thick-
ness links, or a gravity weighted display like that of Figure
7.6 (Chapter 7). That commonality of linkage has no repre-
sentation in the dataspace, even if the dataspace is consid-
ered to include the content of the pages referenced by the
URLs.

How the Presentation system presents the data is not a
matter of concern for the Engine. The Engin€'sbusinessisto
providethe Presentation system with datathat satisfy theuser's
intentions. The user can interact with the Presentation sys-
tem to display it in the most effective way to aid his or her
visualisation.

How doesthe user inform the computer about what data
iswanted?Aswe have seen, according to the Layered Proto-
col Theory, this question is answered at severa simultane-
ouslevels. But at bottom, it comesdown to one of two means:
describing the properties possessed by thedesired data, or, in
an abstract sense, pointing to them.

If the user is able to describe the properties of desired
datain termsthat the Engines can interpret, then algorithms
can extract them from the dataspace, regardless of whether
the user knows that the specific data exist. If the user does
not know how to describe the desired data effectively, the
only aternative is to look into the dataspace in some way.
This means that the data must be mapped into something
that can become alocation in 2-D or 3-D space and that the
user be able both to navigate within the mapped spaceand to
be ableto seewhere possibly useful datamight belocated. In
terms of the modes of perception introduced in Chapter 1,
the user must be able to Search the dataspace.

Todescribedata properties, therearetwo main options—
to describe the desired data as being like (or unlike) some
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selectable data in a specifiable way, or to specify them lin-
guigticaly. Thedevicesdescribed in Section 5.2.3 do not reed-
ily support linguistic description, because there is no obvi-
ousway to usethem either to write the description (aswith a
keyboard or awriting tablet) or to listen to aspoken descrip-
tion. In an effective 3-D environment, then, those devices
shouldin many casesbe augmented either by astandard key-
board (hard to do in animmersive 3-D environment) or by a
speech recognition system (undesirable in any environment
inwhich other people may be within earshot unlessthey are
collaborating on the same display).

A keyboard can be used in conjunction with non-
immersive 3-D display systems, and even perhaps in the
CAVE, since the user in the CAVE can see his or her own
body and any other red objectswithinthe CAVE walls. How-
ever, asthe user seemsto movethrough the virtual represen-
tation of the dataspace, the keyboard presumably would seem
to float along. Whether this presents a problem would seem
to depend somewhat on how the user expresses to the com-
puter a need to navigate through the space, and on what the
user istrying to do in the space.

Navigation, like selection, can be done either through
language (e.g. "take me to the part of the document space
most relevant to issues of trust and national security”) or by
indicating the direction and velocity of desired motioninre-
lation to the data display, which might be showing docu-
mentsin locations relating to their content.

Linguistic navigation presents no problem if the user is
provided with a means for linguistic data selection, but it is
useful primarily when the user can describe the properties of
theintended arrival point. Linguistic navigationisnot useful
for the kinds of navigation we do in everyday walking or
steering acar. That kind of control is continuous. One steers
alittle left much more quickly and accurately than one can
do by telling the car "turn alittlel€ft...no, more than that..not
that much...". Likewise, itismuch easier to usea3-D mouse
to navigate in a 3-D space than to say "forward..up a
bit..left...". What this suggestsisthat if the user is provided
with akeyboard, thekeyboard itself shouldincorporate some
device that permits continuous motion control of the appar-
ent viewpaint.

Selecting the data and making it available to view may
be atricky problem in the abstract, but each different appli-
cation and circumstance has its own specialization that may
well ease the issue. If the computer has information about
what the user is trying to do, that information can serve to
reduce ambiguity inthe user'smessages. However, normally
it is the designer's problem to provide the user with aman-
ageable set of possible options for selecting the data and for
organizing it preparatory to presenting it on avisua or audi-
tory display. Theinteraction isthen simpler to describe. The
messagesthat the user must send to the computer aresimpler
if their intent isto select among adefined set of optionsthan
if they must be used to define the selection and to organize

itsdisplay.

6.3 Presentation Systems
6.3.1 Requirementsfor Presentation Systems

The job of the Presentation System is to act as an inter-
mediary between the user and the Engines. A Presentation
System takes the data supplied by the Engine and showsit to
the user. It also acceptsthe user'sinput to ater theway those
data are shown, and to dter what the Engine provides. The
Presentation System therefore must show the user not only
the data provided by the Engine, but a so enough about the
provenance of those data to allow the user to change the pa
rameters of the data selection and manipulation by the En-
gines (i.e. to navigate through the dataspace) and to change
the parameters of the display itsdlf (i.e. to change viewpoint
on the data provided by the Engine).

The navigational aspects of the Presentation havetended
to be somewhat downplayed in discussions of visualisation
systems, but we argue that the transparency of interactionis
asimportant as the static intelligibility of the representation
of thedata. If the user can fed that theinteraction iswith the
dataspace, rather than with the Engine or the Presentation
system, this transparency may to some degree compensate
for alower qudity of the display of the datathemsalves. As
we discussin several placesin this report, and again in this
section, the user can control only a small number of vari-
ables at any moment, and the fewer of these are concerned
with the mechanismof navigating through the data, the more
can be devoted to understanding the data.

Wehaveargued that visualisation and quasi-logica analy-
sis support one another in developing the user's understand-
ing. But the two routes to understanding impose apparently
contradictory requirements on a display. Logical anaysis
demands that only a small number of entities be considered
a any moment; a display that requires a user to interpret
many entitiesin order to analyse the few important onesisa
poor display. It causes "information overload." On the other
hand visuaisation is difficult with adisplay that shows only
a few isolated entities. Visualisation usualy demands that
entitiesbe seeninan extended context. Animpoverished dis-
play isapoor display.

We come to an apparent impasse. A display that is good
for analysisis onethat is bad for visualisation.

The impasse is more apparent than real, however. The
key to its resolution is that an "information overload" dis-
play is not one that presents many entities, but one that re-
quires the user to interpret many entities individualy. If the
display shows many entities, but makes obvious to the user
which few are appropriatefor analyss, it need not contribute
toinformation overload. It can be agood display for anaytic
interpretation aswell as providing the extended context that
supports visualisation. Furthermore, if it is well done, the
context for the focal elements may assist their individual in-
terpretation, thereby speeding their analysis as related enti-
ties.

Whether a contextual display supports analysis or leads



toward information overload depends critically on whether
the displayed context for visudisation provides the viewer
with mideading possibilitiesfor which entitiesarefocal. More
importantly, given any focal entity, this display of context
should not confuse the user asto which of the myriad possi-
ble relationships should be analysed. This last criterion is
difficult to satisfy, sncethe context of afocd entity includes
not only any other focal entities in the display, but also the
more dense context that supports the visualisation.

6.3.2 Fisheye views

The term "Fisheye View" refersto arepresentation of a
dataspaceinwhichasmall "foca" regionisdisplayedin con-
siderable detail, while a contextual region—possibly incor-
porating the whole dataspace—is simultaneously shown at
progressively lower resolution asthe distance from the focal
region increases.

It is not clear why the term "fisheye" has come to be
associated with focus-plus-context displays, because a
"fisheye lens’ does not work this way, whereas our human
eyesdo. Our eyes have avery small central region that sees
at high resolution (the fovea), sourrounded by awide region
covering nearly a hemisphere at progressively lower resolu-
tion. Despite this, we do not usually notice that only avery
small part of theworld is seen at any moment at high resolu-
tion. Why not? What allows us to see our world as a high-
resolution whole? Can we create displays that provide the
user the same ability in amore abstract dataspace?

The human visual system has three important character-
igtics: thefirst isthat the high resolution of the foveais car-
ried through the various stages of visual processing. The sec-
ondisthat in thelow-resolution part of theretina, the process-
ing system is arranged so that the locations of potentially
interesting events are signalled. Thethird isthat theeyeisa
lightweight sphere in a well lubricated socket, with strong
muscles that can move it quickly from one pointing direc-
tion to another.

In conjunction, these characteristics mean that the eye
can very quickly and easily be redirected so that the foca
region is briefly aimed to see at high resolution whether a
signalled event redlly indicatesthat degper examination might
beuseful, and equaly quickly bereturned totheoriginal aim-
ing point if the event turns out not to be significant. The
memory of the high-resolution glance in the shifted direc-
tion contributes to the perceived view of the space around
us, at least for ashort while.

It isthis coupling between autonomous event processing
and rapid, easy, redeployment of the foca area that makes
our visual focus-plus-context representation useful. If theeye
were heavier, requiring effort and the control of inertia to
shiftitsdirection quickly and accurately to anew foca point
and back again, or if the muscles were weaker, or, most im-
portantly, if there were no signalling mechanism in the low-
resolution part of the visual field, our human "fisheye view"
would be much less useful.
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Interaction isinherent in the very idea of afisheye view,
even in views on more abstract dataspaces. The simultane-
ous display of the context and the focal region ordinarily
impliesthat the user may want to change which area consti-
tutes the focus. Often, that change needs to be rapid and &f-
fortless, with an equally easy reversion to the origina focus
location, asis the case with aflick of the eye. Thisimplies
that the user not only must be able to see in the context rea-
sonswhy thefocal region might need to be shifted, but aso
must be able to see how to set the focus accurately to the
potentially important region and back to the origina loca
tion. These requirements constrain how the context is dis-
played in any particular fisheye implementation.

Fisheye views may be implemented in many different
ways. Here are afew real or hypothetical examples:

A textbook might be displayed in full text for afew
lines, surrounded by the subheadings in the same
section, the main headings within the chapter, and
the chapter headings for the whole book.

Alternatively, the same textbook might be displayed
with acentral block of full text, surrounded by sum-
mariesof conceptudly related material. The"fisheye'
herewould bein the space of conceptsrather thanin
the space of literal text.

An object-oriented software structure might be dis-
played as a graphical network showing all message
andinheritance pathsdirectly associated withasmall
chunk of textually displayed code, together with
"trunk" pathslinking thelocal areaswith other blocks
of objects, and those more distantly associated blocks
with the operating environment of the software.

A terrain map could be displayed at 1:1000 resolution
in a centra area, diminishing to 1:100,000 around
the edges of the display. The popular "Falk Plan"
maps of European cities often have a mild form of
this kind of nonlinear magnification, showing the
dense old core of the city at high resolution and
smoothly reducing the scale for the outer and then
the suburban regions.

A sociogram could show the interactions of an indi-
vidua withafew other individualswhoformaclose-
knit group, of that group asawholewith other small
groupsthat form asubculture, and of thelarger group
with other cultures and nations.

A stock-market display could show detailed within-
day trading datafor one stock, with lower resolution
datafor the preceding week, and week-by-week data
for the preceding year, while a the same time show-
ing in adifferent dimension lower resolution trends
for stocksof similar companies, and comparing those
trendswith datafor other kindsof stocksat ever lower
resolution depending on the "similarity distance" to
thefocal stock.

A transportation network display might show detailed
time schedules for connections between specified
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cities within a smal time window, while showing
less detail for connections nearby intime or to cities
near the destination and for possible extensions to
thetrip.

What dl these displays have in common isthat they are
most useful when the user has a special, though possibly
momentary, interestinthefocal region, whilestill needing to
see aspects of its context either smultaneoudly or inthe near
future.

Why would a user want to seethefocal regionin alow-
resol ution context rather than extending thefocal areaof fine
detail over the whole display? A simplistic answer is "Data
Clutter" sometimescalled " Information Overload." Onecan-
not deal with too muchirrelevant detail. Theirrelevant tends
to obscurethe relevant, or at least to demand effort in distin-
guishing which iswhich. No matter what the dataspace, the
user isalways dealing only with one aspect of the dataat any
one moment, though that aspect may be at a high level of
abstraction. So, given that the whole dataspace usualy can-
not be shown infull detail (and should not, even wereit pos-
sible), why is it better to show a decreasing-resol ution con-
text rather than a larger focal area at constant high resolu-
tion?

There are two classes of reason: (1) the wider context
improves the ability of the user to evaluate the implications
of thedatain thefocal region, and (2) the user may beinter-
ested notinthat specificfocal region, but inidentifyingwhere
aretherein the dataspace those focal regionswith character-
isticsthat elsewhere we have labeled "Danger and Opportu-
nity" (DAO). Reason 1 applies most often when the user’s
interest in thefocal region includesthe relationship between
its characteristics and the local variation of those character-
istics. Reason 2 appliesunder many different circumstances,
particularly if the user wants to look for specific informa
tion, to explore different areas of the dataspace, or to deter-
mine whether an alerting event is worth attention.

Conversdly, why would a user not want to see a high-
resolution central areain alower-resolution context? A sim-
plistic answer is "Structure distortion." No matter whether
the "fisheye" is a nonlinear magnification of a geographic
terrain or an abstract representation of someconceptua struc-
ture, the differential representation of data in different re-
gions of the dataspace inevitably distorts something about
the relationships among the regions. In terrestrial mapping,
for example, the common Mercator projection faithfully re-
produces the orthogonal relationship between lines of lati-
tude and longitude, while grosdy distorting the areas of re-
gionsin different latitudes, whereas an equal areaprojection
islikely to be cut into segments, or to distort the shapes of
different regions. If what the user wantsto know isinherent
not in the content but in the structure of the data, a constant
but low resolution display of alarge part of the dataspace
may be more effective than afisheye representation that en-
compasses the whol e dataspace.

Outside the computer application, the effect of narrow-
ing the visible context can be seen in the difficulties helicop-
ter pilots often have when using night-vision goggles, which
have a fied of vison much narrower than the 210 degrees
available in norma daylight vision. The focal area is un-
changed, but the loss of the very low-resolution part of the
peripheral context makes the pilot’s task much more diffi-
cult. Similar difficulties may well occur when computerized
displays show only aregion of uniformly high detail, leav-
ing the perception of the context to the user’'s memory or
imagination.
6.3.2.1 Fisheye versus zoom

Under what circumstancesisit better to display afisheye
view thanto allow theuser to zoomin and out of the dataspace,
showing at one moment large parts of the space at low reso-
Iution and at the next asmall part of the spacein great detail ?
Can fisheye be combined with zoom?

What is important about the "fisheye view" is not the
display itself, but the availability of information on which
theuser can base future action. We have argued that thereare
four different kinds of uses of information—perceptual
modes: controlling/monitoring, searching, exploring, and
aerting. Thefisheyeview supportsthemall, whereasazoom-
ing display at fine detail supports mainly monitoring/con-
trolling, and at low resol ution supports mainly searching and
exploring.

Alerting, as such, demands no specific support; what it
does require is the ability for the user rapidly and easily to
focus on the area indicated by the alert and return to the ori-
gin if the dert is unimportant. This involves a search (low
resolution) and monitoring (high resolution) sequence of
operations. In a zooming type of presentation, an aert rel-
evant to an undisplayed region of the dataspace requiresthe
user to zoom out, identify the region of the dataspace associ-
ated with the alert, move the target areato that location, and
zoomintoit. In afisheye representation, the user only needs
toidentify theregion of the dataspace and move the focus of
thefisheyethere.

6.3.2.2 Coding familiarity

Fisheye views distort. The issue in using them is in
whether they distort what isimportant to the user. If the user
needsto seetopologica properties, acontinuously deformed
view creates no distortion, but if the user needs to see geo-
metric properties, those are usualy lost in the fisheye view.
However, a user familiar with the distortions of a particular
fisheye transformation, particularly a user who has long in-
teracted with that view, may well find it possible, even easy,
to perceive the correct geometry of an entity despitethe dis-
tortion of the display. The situation is akin to seeing alarge
movie screen from afront-row side seat. Initially thefigures
on the screen seem wildly distorted, but the distortion soon
disappears, and people and objects look normal again.

A similar observation appliesto other coding schemes. If
the encoded property is continuoudy variable and the user



wantsto see maximaand minima, the coding scheme should
be continuous and monotonic. Colour coding of magnitude
isan example. In the everyday world, brightness (or rather,
lightness) and colour saturation are more closdly related to
maghitudethanishue, because hue hasno maximum or mini-
mum. Displaysthat show the magnitudes of variablesin col-
our should therefore encode those variations onto lightness
or saturation, and not onto hue. If hueisto be concomitantly
varied, the variation should be between, for example, red at
one extreme and yellow at the other, because red seemsdark
and yellow light, but if the hue variation progressesinto the
green, it seems darker again, which would mean increasing
lightnesswould encode increasing magnitude in parts of the
display and decreasing magnitude in other parts of the dis-
play.

Despite the intrinsic problem of encoding magnitude as
colour, topographic mappers have used colour variation suc-
cessfully for centuries, with sea depths in blue, and land
heightsin shades of green, brown, and white. Why doesthis
work, and can the same ideas be used for displays of more
abstract magnitudes?

In topographic maps, shades of blue represent areas that
are categorically different from shades of green and brown.
Those places are wet and most people cannot walk on them.
The magnitudes of depth, even though they are continuous
with the magnitudes of land height, represent different pos-
sibilitiesfor use. One can build a house 2m above sea levd,
but not 2m below (unless some measures are taken to ex-
cludethewater, in which casethe map usually doesnot show
the terrain as blue, even when it is below sea level). So it
isordinarily more useful to amap reader to see the disconti-
nuity of the property "above' or "below" water level than it
isto seethe continuity of the height of the solid surface above
and below the sea. But the mappers ordinarily use denser
shades of blue to represent depth, perhaps enhanced by a
shift from greener (lighter) toward indigo (darker) hues. Why?
Becauseit mattersfor how the seaisused. For example, most
ships cannot use parts of the seathat have adepth of lessthan
2m. The map reader sees asignificant difference, if the rea
son for map reading is ship navigation.

Thereisless of aperceptua category boundary between
the greens and browns and reds of the land heights in most
maps than there is between the green of land and the blue of
sea, but the perceptua category change that does exist may
suggest afamiliar category shift between green growth and
bare rock. Whether or not thisisvalid for a particular map,
the cartographer usually ensuresthat the display gets darker
the higher the terrain, by using shades of brown (dark yel-
low) rather than of ordinary yellow. The height is (usualy)
encoded in a monotonic variation of lightness, despite a
change of huefromwhat isordinarily adarker hue (green) to
alighter (yellow) and back to a darker (red).

To complete the range of heights, the shift from red to
white usually represents a category boundary between areas
that can comfortably be walked on and areas covered with
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snow and ice, and must be used differently.

Most people are very familiar with topographic maps,
and are accustomed to associating higher terrain with reds
and browns, lower with pale greens, and depressed areaswith
blues. This association may help them to interpret adisplay
that uses those colours in the same way, even though the
display failsto conform to the careful variation of lightness
used in topograhic maps. Colour coding of magnitudeisin-
herently dangerous, but the danger can be sidestepped by
recognizing theimportance of using lightness and saturation
to compensate for the intrinsic problems of associating hue
variation with magnitude. It can also be diminished if a par-
ticular colour coding has become so familiar to a user that
the association has become unconscious. So it may be with
the digtortions of afisheye display.

6.3.3 Focus, navigation, and the modes of
perception
We recognize four modes in which perception is used:
Monitoring/Controlling, Searching, Exploring, and Alerting.
1. Monitoring/Controlling

In the Monitoring/Controlling mode, the
perceiver isactively following, and perhaps acting
to influence, some specific element of the
dataspace. In other words, the act of monitoring or
controlling implies the need for a focal display.
Humansare capabl e of monitoring/controlling only
asmall number of target elements at any moment,
perhaps only one. However, the choice of target
can change rapidly, so that even if only one ele-
ment is the focus of attention at any one moment,
thejuggler can neverthelesskeep many ballsinthe
air at the sametime. It isimportant, therefore, that
an information display be provided with a mecha-
nism that transparently allows the user to shift the
focus of the display as well as to follow through
the dataspace the variation of theelement in focus.

An example of an information display that vio-
latesthisprincipleisan alphabetically ordered list
that moves an element being edited whenever the
ongoing edit alters its aphabetic position within
the list. The user is focused on the wording of the
element, not on the alphabetic context of the ele-
ment, but the display treats the al phabetic context
as the critical feature of the element. The apha-
betic context isanavigational conveniencefor the
user who is trying to locate the element for some
other purpose, and when the element has been lo-
cated, itsal phabetic context is ordinarily of no fur-
ther interest until the next time that element must
be located.

The foregoing example illustrates the necessity
for distinguishing focusfor navigation through the
dataspace and focus on the content of parts of the
dataspace.
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2. Search

Search answers the query: "Where is X?' It is
something one does when one needs a particular
piece of information for some current purpose. One
navigates through the dataspace until one findsin-
formation that fillsthe need of the current purpose,
at which time the search is complete. In the exam-
ple of the al phabetized text list, the search requires
afocus on the al phabetic context of each element,
because the user knowsthe al phabetic index of the
element being sought. In " Search" mode, then, the
focusisoninformation required to navigate through
the dataspace, and when the sought dataislocated,
the focus shifts to the content or meaning of the
data. Search thereforeintrinsically involves a shift
of focus. In the example of a phabetized text, the
computer was presumed unable to detect that the
user’s focus had shifted from the al phabetic navi-
gational context to the data content, and acted in
such away as to make it difficult for the user to
maintain the focus needed in order to monitor/con-
trol that content.

3. Explore

The actions in the Explore mode may look su-
perficialy identical to those of Search mode, but
the question answered by Exploring is quite dif-
ferent—and so are the implications for focus. Ex-
plore answers the question: "What is here and
nearby?' The essence of Exploring is the discov-
ery of the structure of the dataspace. Analysis of
local content isusually secondary, and followsdis-
covery of interesting contexts, primarily through
visualisation rather than analysis. Manipul ation of
the dataspace content is not involved, though
serendipitousdiscovery of content useful for some
pending purpose may lead to a shift of mode to
monitoring/controlling in the region of that con-
tent.

Ordinarily, Exploring is done in order to facili-
tate later Searching when a purpose arisesthat can
be served by focusing on some content discovered
during the earlier Exploration. Explorationisdone
during spare time, whereas Search is done when
the need is current. Explore does not necessarily
involve a shift of focus from navigational to con-
tent information, but it, asmuch as Search, requires
that the user be able to shift navigational focusread-
ily from one part of the dataspace to a neighbour-
ing part. Both require the display of context and
the provision of ameansfor the user to shift focus
acrossthat context.

The preceding statement requires clarification of
the concept of "context." Context is not merely
spatial. For example, the relevant context of aline
of program code may indeed be the preceding and
following lines, but it may aso be other lines that

refer to the same variables, other lines that per-
form similar functions on different variables, or
even references to variables that occupy memory
locations near those of the variables referenced in
thefocal line. For different reasons, the Searching
or Exploring programmer might want to move fo-
cus within any of these contexts, or in other con-
texts that might be defined in arbitrary ways (e.g.
to lines that contain the same vowels in the same
order). A good program display system should
therefore allow the user to determine the kind of
context within which the focus might move at this
particular moment, and to change the context in
which to move the focus differently at the next
moment.

The concept of shifting the context implies the
existence of a hierarchy of types of focus: focus
on part of the content of the dataspace, focus on
the part of the context within which theinteresting
data exist, and focus on the nature of the context
within a conceptual space of context types. Each
of these kinds of focus implies the need both for
the user to perceive the focal element within its
own kind of context and arapid, easy mechanism
for moving the focus within that kind of context.

4. Alert

Alerting has afunction complementary to moni-
toring/controlling. Whereas Search supports an
ongoing monitoring/controlling function, and Ex-
plore assistsfuture Search operations, Alert reduces
the requirement for shifting focus from one aspect
of the dataspaceto another. An aerting mechanism
operates autonomoudly and independently of what-
ever is currently being monitored/controlled,
searched, or explored. All of theformer imply shifts
of focus, whereas alerting implies the absence of
focus—myriads of aspects of the dataspace may
be continuously checked to determine whether an
alert-worthy condition exists. The aert indicates
that there might be areason for the user to shift the
focus on monitoring/controlling to whatever caused
the dert.

Usually, the dert isafalse alarm and thereisno
need to alter what is being monitored/controlled.
That being so, if there is any significant impedi-
ment to the user’s shifting focus to the area of the
alert, most aerts will be ignored, including those
that really do indicate a matter that should be of
interest. In the case of natural alerts, a flicker of
movement in the visual periphery may demand a
quick eye-movement to look at the area, but thisis
ordinarily followed by an equally quick return of
the gaze to its original focal point. An unexpected
noise may lead to aquick internal shift of auditory
attention to see whether further noises might clarify
the situation. Most such situationsinvolvelittle or



no explicit muscular effort. Unless the computer
can detect brainwaves or eye movements, compu-
ter-based alertsmust involve the user in overt bod-
ily activity, at least in moving amouse or touching
a keyboard. It is therefore inherently more costly
for the user to service a computerized alert than it
isto service most alertsin the natural world, and it
behooves the designer both to minimize the false
alarms of computerized alerts and to make it as
easy as possible for the user to shift focus toward
the area of alert and back again.

6.3.3.1 What may or must be automated, and what may
or must be done by the human

In the IST-05 Reference Model, the human process of
"Understanding” is shown as interacting conceptually with
the data in the computer, whereas the process of "Visuais-
ing" is shown as interacting with the Engines that process
the data. Both loops operate in practice through the display
and input devices of the computer, and the sense organs and
muscles of the human. Theissue of "focus' isrelevant at all
these levels, as are the four modes of perception, but the
manner in which "focus' is manifest differs. Let us follow
the way in which some of the modes appear at the different
levels.

Monitoring/Contralling

At the level of "Understanding,” a commander
may be Monitoring/Controlling some complex
property of the data, such as whether an enemy is
preparing a defensive position or is pretending to
do so as cover for an attack. This abstract concept,
very real to the commander, cannot be extracted
by acomputer-based "Engine," butitisinherentin
the ever-changing content of the dataspace. The
enemy’s intent may be the focus, but it existsin a
context of factors that the commander may per-
ceive to be known to the enemy. The commander
may need at any moment to shift the focus into
some aspect of that context, and therefore the sys-
tem must provide a ready mechanism to alter—
perhapstotally—the nature of the displaysthrough
which the commander gainsinsight into the mean-
ings inherent in the data.

At the level of "Visualisation," the same com-
mander may be Monitoring/Controlling the en-
emy’s deployment of troops. Thisis a question of
"what is happening," whereas the question at the
level of "Understanding” is "why is that happen-
ing and what should | do about it?' The focus at
one moment may be on the relationship between
the positioning of two enemy units, but at the next
it may shift to thelogistical problems of theterrain
through which either side may move. At thislevel,
asat the higher (and lower) level, thereisthe ques-
tion of context. What is context for one focus is
liableitself to become another focus; in fact, auser
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cannot shift focus without some means of deter-
mining that there is a place to shift it.

At theinterfacelevel, the same commander may
be looking at a screen showing aterrain map cov-
ered with symbols. The pattern showing over the
whole screen may be the focus, or the focus may
be on one or two of the symbols. At thislevel, the
commander can shift focusrapidly and effortlessly
from one point to another, or zoom it in and out
within the display, but any context outside the
screenful of displayed data exists only in the com-
mander’shead. Itisat thislevel that "fisheye" dis-
plays may be most useful. A central portion of the
display isdevoted to showing the dataat high reso-
Iution, while the periphery showsthe samekind of
dataat progressively lower resolution to provide a
context toward which the user may rapidly shift
the central ("foca") region. In the ideal case, the
whole of the dataspace is displayed at some reso-
Iution or other.

Searching

Atthelevel of "Understanding," the commander
may want to understand the enemy’s intent. That
isthefocus of Monitoring/Controlling. To achieve
this understanding with a satisfactory level of as-
surance, the commander may feel the need for ex-
trainformation beyond what is shown on the dis-
play of the current situation. For example, it might
help if the commander were to understand the en-
emy commander’s past pattern of actions. To do
this means to Search within the historical context
rather than the contemporary context—context ex-
tends in many different directions. The focus of
the Search then might beto identify within the his-
torical context situations that the commander un-
derstandsto have been sufficiently similar that they
can provide guidancefor the current situation. The
commander must be able to move through the
dataspaceina"historical” direction, whilethe sys-
tem displays the moving focus in such away asto
allow the commander to visualise what was going
on at the time in sufficient detail to determine
whether it is relevant to the issue that is currently
being Monitored/Controlled.

6.3.4 Multiple Views and therelations
among them

In many applications, no single view on the data pro-
vided by the Engine can | et the user see enough to achieve a
full understanding. One example was provided by Wright at
the I ST-020/WS-002 workshop on Visualisation of Massive
Military Multimedia Datasets. The problem areais the de-
tection of submarines by passive sonar. One of the operator's
jobs is to analyse the sea conditions so as to determine the
likelihood of detecting asubmarine, if oneexists, in different
areas, and thereby to discover potential hiding places. The
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Figure 6.2 A set of linked views on a sonar analysis
(Wright,2000). The operator can select any one of the
views to be the big central one, and any change madein
the viewing parameters in one view will affect any of the
othersthat involves the same parameter.

dataspaceincl udes copious measurements of temperatureand
salinity, and Engines can perform ray-tracing analyses based
on those measurements. There are many possibleviewsonto
the dataspace and the results of the analyses, none of which
individually serve the operator's needsin full. Wright devel-
oped a series of operator-controllable "Linked Views' of
which a prototype exampleis shown in Figure 6.2.

Figure 6.2 shows five different panels, of which the one
at the bottom left shows how the main pand might look with
a control parameter set to any of five different values that
define an iso-surface within the dataspace. The large central
panel at thispoint showstheiso-surfaceinthe context of a3-
D view of the seafloor. But any of the other views could be
made central by clicking on them, and all are linked to the
Modéd that has been made available by the andysis Engine.

The problem of constructing different viewsthat can eas-
ily belinked in the mind of the viewer isamong severa as-
pectsof visualisation considered by Smestad (1993; included
asan Annex to the Web version of thisreport). Smestad sug-
gests three conditions that lead to easy linking: Adjacency,
Transparency, and Expansion. Two figures are easily linked
if common points are in the same relative location on adja
cent images, if one image is overlaid on ancther in such a
way that the upper one is tranducent and elements of the
lower can be seen throughiit, or if oneisan expansion of the
other done in such away that the expanded portion can be
easily cued to the whole expansion (often by having guide-
linesdrawn from cornersof the original to the corresponding
corners of the expansion). Smestad likensthe linking of im-
ages or figures to chemical reactions. each image has a cer-
tain potential for linking different of its aspects. If the link-
able aspects of two imagesfit well, then the pair will present
themselves as a unit more informative than the two seenin-
dividudly.

In a set of linked views, each view may show the same

entities, but inwaysthat highlight different kinds of relation-
ship among them. The entities themselves may be of higher
dimensionality than isreadily shown in oneview, so the dif-
ferent views may illustrate some attributes in common and
othersthat differ among the views.

6.4 Navigation in a Dataspace

We have mentioned issues relating to navigation several
times in this Chapter. Now we consider the problem as an
issueinitsownright. How can one navigatein different kinds
of dataspace, and under what circumstances does the user
need different kinds of navigation tools?

The Controlling/Monitoring mode of perception requires
no navigation. The controlled or monitored aspects of the
dataspace are adready in focus. But the other three modes
depend on effective navigation. When an Alert occurs some-
wherein the dataspace, the user must know threethings: that
the alert occurred, where it occurred, and how to view that
part of the dataspace to see whether a shift of focus for con-
trolling/monitoring is warranted. In Search mode, the user
must be able to navigate through the dataspace to see if the
wanted information is in the places searched. In Explore
mode, the user isfinding out how the dataspaceis structured
and what content existsin different parts of it.

How navigation is performed depends greatly on the na-
ture of the dataspace and of its presentation. For example, if
the display is a 3-D virtua reality display, navigation con-
sists of moving through the space, by analogy to swimming
or flyinginanorma 3-D world. If the display shows certain
characterigtics of the data overlain on aterrain map, naviga
tion may involve resort to clickable menus or to entering the
names of desired characteristics by keyboard or voice. Lan-
guage input also is useful when the navigation is through a
universe of possibledisplay methods or aset of linked views
rather than through the data in the dataspace. "Show me a
terain-type map" and "show me a photo view" are naviga-
tional commandsin a universe of display types.

Navigation through an abstract dataspaceisrather differ-
ent from navigation in the everyday world. In the everyday
world thereisonly onekind of connection: neighbourliness.
Somethingisnearby and can bereached directly fromwhere
oneis, or it isfar away and must be reached by traversing
other parts of the world. In an abstract dataspace, there may
be many different kinds of connection. Some of those may
intimately connect data that are very distant in location.

If the dataare L ocated (see Chapter 3), they are connected
inthe sameway asin the natural world, by nearness of loca
tion. But the same data may be connected by commonality
of other attributes, and entitiesmay be accessed successively
by linking through those attributes. Traversing a series of
Web pages by hyperlinks to "pages like this' reported by a
Search Engine uses that kind of connection. Not only that,
but data may be explicitly connected, in that an attribute of
one datum may be a pointer to another, such as, but not lim-
ited to, ahyperlink.



6.4.1 Analogues to everyday navigation

In the everyday world, we navigate in various ways. If
theregion hasroads or paths, we can navigate linguistically,
asin "Take thefirgt right, then the third left, and we are the
fourth house on the right." But this does not work in open
fields. In trackless regions, we have to work from the char-
acteristics of the region and from landmarks that are distin-
guishable from the nearby terrain.

"Digtinguishable from nearby terrain” isimportant. One
cannot navigate "to the tall pine treg" in a pine forest, but
when there is one lone pine on ahill, such an instruction is
very useful—if the pine can be seen from a distance. That
word"distance" isimportant. Ina3-D or 2-D presentation of
located data, it makes sense, but what is the analogy to the
"lone pine" in a network of hyperlinked Web pages? What
can or should be displayed that could dlow the user to seea
"lone pine" page from a distance of severa linksin any di-
rection?

Another way we navigate in everyday space isto recog-
nizethe general characteristicsof theregionwearein. Arich
part of town looks different from a poor part; an apine
meadow looks different from a rocky scree or a ploughed
field. But this approach also depends on there being some
correl ation between the characteristics of neighbouring parts
of the dataspace.If the data are located, then a navigational
display can be an andogue of area-world situation through
which the user may move from place to place by traversing
familiar or less familiar terrain continuously. Navigation is
such a space depends on the user being able to see some
distance through the space so as to locate regions of data
with particular characteristicsor to seeidentifiablelandmarks.

If oneislooking for aview on the dataspace among the
many different possibilities such as those shown in many
examplesin thisreport, the "neighbouring” views havelittle
in common. There is no "region” to be in. Likewise, if the
neighbourhood of aWeb page is defined by those linked to
it, somemay be conceptually similar, whereas othersmay be
quite different. Thereis nothing obvious about a neighbour-
hood of linked pages to differentiate it on sight from other
regions of the space.

When the dataspace is anetwork such as a software sys-
tem or a physically connected computer network, the prob-
lem of navigating by recognizing the characteristics of are-
gioniseven harder. One needsamap. Maps provide an exte-
rior view onto a dataspace—typically a geographic terrain.
Indications on the map allow the map user to correlate it
with aspects of the actual terrain, such aslandmarks. In the
case of the London Underground (Tube) map shown in Fig-
ure 6.3, the landmarks are the gtations, particularly ones at
which an interchange between lines is possible. The actual
geographic terrain is not only irrelevant, it would confuse
the map-user if it were to be shown. What the user of the
underground needs to know iswhich station is closest to the
geographic destination and what are the network links that
reach it from the present station.
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A computerised map of anetwork cannot be usedif there
isno way for themap user to survey theterrain and seeland-
marks or regions. The only correlative device that isthe la
bels on the map correspond with the label s of network nodes
or arcs. For the map user to reach particular labelled places
inthe dataspace, themapitself must beanavigational device
rather than smply an aid. The user must be able to specify
using the map the part of the terrain to be displayed, and the
software behind the map must be able to make the connec-
tion to the desired part of the dataspace.

If the data are labelled rather than located, the user must
navigate by using thelabels, which meansin adiscontinuous
manner. Depending on the circumstance, label use might be
by menu selection, by language using voice or keyboard, by
selection from a map, by selecting a hyperlink, or by any
other method of identifying the desired discrete object.

6.4.2 Fisheye views asan aid to navigation

Even labelled data may be treated by the Presentation
system asif they werelocated, by assigning locationsin the
display space to individual objects. The user may then use
someof thereal-world navigationa devices (landmarks, char-
acterigtic regions, and so forth) in addition to the labels. This
iswhat isdoneinthe"desktop metaphor" familiar from home
computers.

The success of the desktop metaphor testifiesto therela-
tive ease of navigation through a space, since the files and
folders on the desktop have no necessary spatial relation to
each other. Their locations are determined either by the sys-
tem or by the user, but however they are determined, their
locations quickly become familiar to the user, and that fa-
miliarity allowsthe user to find the desired item rather more
quickly than could probably be achieved by apurely linguis-
tic selection procedure. A similar metaphor might usefully
beemployedina3-D space, and severd exampleshavebeen
demonstrated. But their success depends on the user being
either able to see a a glance what an object represents or
being able to remember what goes where in the metaphoric
space.

Here is where the "fishey€" metaphor becomes impor-
tant. If, and only if, the display method alowsthe user to see
the dataspace in terms of neighbourhood relationships, so
that thereis some kind of a distance metric, the user can use
a display in which nearer items are shown in more detail
than further items. Thelocationsin thedisplay spaceof Alert-
ing events "in the distance" can in such adisplay alow the
user to navigate quickly to the relevant part of the dataspace
to see whether the Alert actually signals something worth
bothering about, and back againif itisnot. Possibly thisquick
navigation might sometimes be done by a flick of the eye,
but even if it requires a change of focus, a fisheye display
can ease the trangition, leaving the user's limited attentional
resources for the task-significant content.

Fisheye displays aso permit the user to navigate incre-
mentally through the data space. But to create afisheye dis-
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Figure 6.3 The conventional map of the London (UK) underground (the Tube), which shows none of the above-ground
geography, but vaguely suggests the relative locations of stations. Inasmuch as the outlying stations tend to be
geographically further apart, but are shown as equidistant, this map has some of the properties of a fisheye display.

play requires that the dimensions displayed at least imply
some kind of neighbour relationship among the displayed
elements of the dataspace.

The weakest version of this is seen in the desktop
metaphor, inwhichthe spatial locations of displayed
objectsisarbitrary except for theenclosing relation-
ship of windowswhoseframe representsafol der and
whose contents represent files in that folder. In the
desktop metaphor the objects are categoricaly dis-
tinct.

A lessweak version might arise when the entities are
defined by fuzzy categories, becausethe overlapsin
the fuzzy boundaries define categories that are in-
trinsically neighbours, whichinturn specifiesto some
degreeaset of spatial relationshipsthat might berep-
resented by distancesin the display.

The strongest binding of data entities to distances oc-
curswhen the spatialized data attributes are | ocated,
which can occur if the entities are themselves ac-
quired by location or if they can be indentified by
anal ogue attributes. Anal ogue attributes could bein-
herent in the data acqusition, or they may be com-
puted by the Engines. Examples of computed ana

logue attributes might include concept vector repre-
sentations of documents, or statistical summaries of
groups of data. Most analogue attributes are at least
candidates for spatialized representation that can be
devel oped into afisheye presentation to assist navi-
gation through the space.

6.4.3 Linked views

Severa examples of presentation of linked views have
been shown in this report. More are shown in Chapter 7.
Linked views present issues both in selecting and presenting
the views and in navigating through the dataspace using the
linked views. One great advantage they provideisthe possi-
bility of navigating in spaces of many dimensions. Each of
thelinked views could, for example, provide adifferent 3-D
subspace of the data, with one or two dimensions in com-
MOoN &cross pairs of views.

All thelinked viewsillustrated in the examples have had
discrete boundaries. Most of them show different aspects of
the same segment of the dataspace, but thisis not arequire-
ment. If they do show different aspects of the same data,
increasing the displayed dimensiondlity of the data, then navi-



gation using one view is equivalent to navigating using an-
other. If the boundaries of the data selection are changed in
one, they are changed in all. The situation isless clear if the
linked views show different selections of dataaswell asdif-
ferent aspects of the selected data.

One of the issues with linked views is the coordination
among theviews. Not only isthe content of thelinked views
much easier to interpret if the user can see without effort
which elements of the data are common across the views,
but a so the effectiveness of the cross-view linkageimproves
theease of navigation. With effectively linked views, theuser
can choose which one provides the best access to areas of
likely importance.

How canviewsbelinked sothat they tell acoherent story
rather than just being abunch of independent presentations?
This question is linked back to the question of navigation,
and some suggestions have been made by Smestad (1993
and Annex). In generdl, if the presentation in one view pro-
vides an indication that would aid navigation into another
view, then it islikely that when those two views are seen at
the same time they will contribute to a common visudisa
tion of the underlying data.

If, for example, oneview showsan expansion of aregion
in the other, either the expansion is small enough that the
same distinguishable shapes are visible in both, or if the re-
gion of expansion isjoined by lines on the display illustrat-
ing the zoom, then it is likely that the expanded portion will
be seen asbeing part of thewideview. Likewise, if oneview
shows new aspects of an element of the data shown in the
other view, some way of identifying the augmented element
intheorigina view would help the user to seethem ascoher-
ent.

In the case of the expansion zoom, the navigational
equivalent is to show the user that an expansion either of
scale or of displayed aspects is possible, either generically
by providing a visible indication that an expansion tool is
available, or in the scene, by marking differently those parts
of the view for which expansion is available. How best to
display linked views and how best to show the possibilties
for navigation through the dataspace are related issues that
should repay further study.

6.4.4 Viewing networks

A network is by definition a set of nodes connected by
links. This report has shown severa examples of networks
that have military importance, and there are very many other
kinds beyond the scope of this report. Networks are critical
in the descriptions of software, logistics, socia and political
relationshipsin peacekeeping, order of battle, weaponry cov-
erage, and so on and so forth.

In many networks, both nodes and links are "labelled”
data, meaning that they have no necessary spatial relation-
ships. Thenetwork itself specifiesatopol ogical relationship,
inthat for each nodethereisaminimum number of linksthat
must be traversed to reach any specified other node. Nodes
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have neighbours. This implies that a distance measure can
be defined by the minimum number of links needed to go
from one node to another. When one has such a set of dis-
tance measures, one can compute aspatial representation by
well known methods. The computed spatial representation
may be in more than 3 dimensions, but usually a 3-dimen-
sional representation can be produced without excessivedis-
tortion. Thisis especialy true if one recognizes that the ac-
tual lengthsof links have no correspondencein the dataspace.

Having aspatial representation of the network, the Pres-
entation system can then use the various methods suggested
elsawhere in this chapter, such aslinked views and fish-eye
views. Subnets can be compressed into virtual nodesif there
arerelatively densely interconnected regions with relatively
sparseinter-regional connectivity, which allowsfor low and
high resolution displays that alow for zooming into the vir-
tua nodesto expresstheir detailed structure and out again to
seethelarger network structure. Fisheyeviews can similarly
display loca detail while alowing the user to see naviga
tiona and a erting possibilities e sewherein the network (as-
suming the data are streamed).

Thestuationisalittledifferent if the nodes aready have
spatial attributes that areimportant to the user, or if they are
segregated into distinct classes that should be displayed in
regional neighbourhoods. In such cases, the spatia display
islikely to be controlled, or at least affected, by these other
atributes, distorting link lengthsand possibly miseading the
viewer asto the actual connectivity of the network. Whether
this matters depends on the user'stask. It may well be useful
to provide views in which the link structure determines the
spatidization dong with viewsinwhich theother spatiaized
attributes dominate the representation.

6.5 Conclusions

Although there are an indefinitely large number of dif-
ferent applications, the requirements of the user for datadis-
play a any moment can be categorized quite simply. The
user may need:

to see such-and-such data;

for the data to be organised thus-and-so; and

to see the datafrom this or that viewpoint

In addition, the system may need to alert the user to the
existence in the data of some predetermined pattern that is
likely to signify the presence of a Danger or Opportunity.

Theuser'svisudisation processinteractswiththe Engines,
which we divide into two classes: Presentation systems and
true Engines. Between them, these perform the SOMA func-
tionsonthedata: Select, Organize, Manipulate, and Arrange.
The firgt three are the business of the true Engines, while
Arrangement for display isthe task of the Presentation sys-
tem.

The user'stasks may at different timesinvolve any or dll
of the four perceptual modes. Control/Monitoring presents
little problem, provided that the displays actually show the
user the aspect of the data that is to be controlled or moni-
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tored. But the other three modes are a different story, be-
cause they require the user to interact with the display itself,
and perhaps with the Engine.

Search and Exploration involve what we have called ge-
nericaly "sensor deployment." Alert does, too, but in adif-
ferent way. On the occurrence of an alert, the user must dis-
cover where in the dataspace the sensors must be deployed,
whereasin Search and Explore, the new location isinherent
in what is currently understood. Furthermore, sensor rede-
ployment following an Alert usually isfollowed by areturn
totheoriginal location, whichisoften not the casefor Search
and Explore modes.

Sensor redeployment requires navigation through the
dataspace. Navigation imposes some fairly obvious require-
ments on a display. Firstly, the user must be able to see that
there exists a place to which navigation is possible—the cur-
rent display includesexit possibilitiesor showsall the possi-
ble destinations. The latter possibility is exemplified by the
generic "fisheye" display, in which a focal part of the
dataspaceisshownindetail, with ever reducing detail in parts
of the dataspace ever further from the focal area.

Thenotion of the"fisheye" impliesthat the dataattributes
permit the assignment of a distance measure and the place-
ment of the different dataelementswithin the space. Such an
assignment can flow directly from "located” or at least ana-
logue attributes of the individual data elements, or it may be
asserted by some derived measure such as similarity of con-
tent or of relationships with other data elements. Spatial as-
signment can also be arbitrary, asisthe location of itemson
the standard computer "desktop.” But in that case, the arbi-

trary assignment must remain consistent or it will beuseless.

Effective navigation imposes requirements not only on
the display, but also on the methods of input available to the
user. For continuous movement through the dataspace, some
anal ogue deviceis most appropriate, whereas for movement
by discrete jumps, either alinguistic input or a pointing de-
vice is desirable. In any specific dataspace, either mode of
movement may be desired at different moments, which sug-
gests that the ideal input system be capable of both modes.
Trivialy, the standard desktop mouse is such adevice, asit
permits both continuous tracking and discrete clicks when
the corresponding cursor is at an appropriate place in the
display. However, in the previous chapter, such deviceswith
many degrees of freedom, such as sensor gloves, were de-
scribed. In complex spaces, such high degree-of-freedom
devices are much more appropriate than a 2-D mouse.

Navigation makes senseonly if the datacan be displayed
in an embedding space, and one of the problemsis often the
computation of such a space. The issues are different de-
pending on whether the data are labelled (classicaly cat-
egoric), labelled (fuzzy categoric), or located. The first two
differ because fuzzy categories assert neighbour relations
among the categories, which classic categories do not, and
categoric data differs from located data because any spatial
representation of categoric data must be derived by compu-
tation, whereasit may beintrinsic for located data, at least if
thelocation isin aspace of less than four dimensions.

In the next chapter we examine how some of the princi-
ples described are used in different kinds of application.
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Chapter 7: Applications and Techniques

In Chapter 1 and Chapter 4, we discussed some applica-
tions for which visualisation was an aspect of the way users
might perform their task. Inthis Chapter, wetakeup thesame
issue, but now considering some of the techniquesthat might
be, or have been, shown to be useful.

The world of applicationsis very large, and it is neither
possible nor useful totry tolist even the moreimportant mili-
tary applications. But it may be both possible and useful to
discuss a few examples, and to try to characterize applica
tionsin such away that appropriate presentation and interac-
tion techniques suggest themselves.

7.1 Describing Applications

The range of different possible applications makes the
task of trying to describe them and link them to appropriate
visualisation techniquesrather daunting. But a the sametime,
it isthis wide range that makes the task necessary if serious
advances areto be madein shifting from an ad-hoc devel op-
ment of approachesto each application to aprincipled, engi-
neering approach. Some approaches to categorizing differ-
ent applications, or perhaps one should say task components
of applications, have been mooted. For example, at the
| STO20/RWS002 Workshop, Cunningham presented acasu-
aly derived list of afew exemplary types. Network Visuali-
sation, Process Discovery, ProcessModel Monitoring (where
the emphasis is on discovering whether the current mental
model of the process is correct), Process monitoring (e.g.
mission execution), and Process specification (e.g. mission
planning). Each of these characteristic types requires a dif-
ferent approach to the engines and presentation systems.

In mission planning, for exam-
ple, Cunningham lists the following
aspects of the plan as aspects that
require visualisation: the current

dtate, the desired future state, poten- ~_WHO, WHERE, WHY

7.1.1 RM-vis

At the ISTO20/RWS-002 workshop, Vernik presented an
approach to describing visualisation applications and tech-
nologies called RMVis, which was devised by the TTCP
group of which he was Chair (Action Group on Visualisa
tion). RMVis stands for Reference Model for Visualisation.
It does not cover the same ground as the IST-05 Reference
Model around which thisdocument iscentred. Instead, itisa
framework setting out the parameters that should be taken
into account when providing a model for different applica
tions, context, viewpoints... Figure 7.1 shows the general
framework.

InFig 7.1, the"Visudisation Approach" axis—which re-
ferstowhat 1ST-13 would describe as " presentation technol -
ogy," visualisation being done in the user's head—has no
selective labels, but the Framework acknowledges at least
the following (from another of Vernik's workshop dides—
Fig. 7.2):

Visua representation: the techniques used in transform-

ing datasetsinto visual forms;

Enhancement: the techniques used to enhance the effec-

tiveness of visua information;

Interaction: the techniques that alow a user or agent to

customise/tailor visual information to specific needs;

Deployment: those features that alow for the provision/

application of cost-effective visualisation solutions.

Fig 7.1 defines a three-dimensional matrix of possible
descriptors of a system. One could describe, for example,
the way the geographical representation enhances the situa-

RMVis Framework (Overview)

e ‘ _ @i
tial way stateswith branchesand se- mm @mmn pe i y e
quels, asset alocation, and by no Fotce Deployment IR e T, ——| )
means|eastimportant, arehearsal of s e | 17— — e E b/ /b )
the expected course of events. Each AR =, = Ae g i
of these aspects can in turn be S i J'/
anayzed to determine what the user Logisties N X e
may want to see, and to assess what Paanming <77 vegomt > = .y
meansmight beprovidedtodlow the e i il —
user tO SPGCIfy and tO "ﬁ‘ (Ie tO '1%-. ﬁ Ge%hy En’ﬁmm Process
understand) what is needed for the
particular task element at hand.

Cunningham'slist providesfood Vignalisation
for thought, but amore principled Approach
approach is required before a de- How

signer can use the description of a
prospective application asaguideto
therequirements on the Enginesand

Presentation systems. 002 Workshop.

Fig 7.1 The global view of RMMs, from Vernik's presentation to the | ST-020/RWS-
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http://vistg.net/VM3D/Presentations/Tuesday/Plenary.ppt
http://vistg.net/VM3D/index.html
http://vistg.net/VM3D/Presentations/Thursday/Vernik_RMVis/index.html
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achieve." From this point of view one

may perhaps at least distinguish one or

two main classes of application, based
on what the user wants:

Does the user want to discover the an-
swer to aquestion using the content of
the dataspace?

Does the user want to explore the con-
tent of the dataspace?

How Doesthe user want to explore the struc-

ture of the dataspace?
Does the user want to modify the con-
tent of the dataspace?

i oy
/4 g%'%ﬁi/ /
Tnberaction

Fig 7.2 The RMVis expansion of the "Visualisation Approach" axis of the

basic model of Fig 7.1

tion awareness, or what interactions are used by which peo-
plein planning. For any individua system, many of thecells
in the matrix would be non-applicable, since the matrix is
supposed to provide aframework within which descriptions
can be made.

On each axis of Figure 7.1, the individual kinds of
descriptors each can have many possibilities. Figure 7.2, for
example, isVernik'srepresentation of the possibilitiesfor the
Visuaisation Approach axis. Since there are four independ-
ent kinds of descriptor, the space isfour-dimensional.

RMVisprovidesaframework for descriptions of the con-
text of an application and for some of the technology that
supportstheapplication. Without more detailed examination,
itisunclear whether it is consistent with the framework dis-
cussed by Kaster in Chapter 5, though the two approaches
may well be reconcilable. And neither isit clear how either
fitstogether with the " Four Modes of Perception” and "L ay-
ered Protocol” approachesthat addressthe problem from the
viewpoint of the user rather than from the viewpoint of an
external analyst/devel oper. To integratethese approaches, all
of which seem vaid within their own domain of enquiry,
could be avery profitable exercise.

7.1.2 Approach through the M odes of Per-
ception and Layered Protocol Theory

At the heart of any application is the question: What is
the user trying to achieve?

The Layered Protocol theory isatheory of communica
tion, and therefore is more relevant to the application inter-
facethan to the application task. But thetask isthereason for
the existence of theinterface, and at the heart of the Layered
Protocol theory liesthe question "What is the user trying to

Does the user want to modify the struc-
ture of the dataspace?

These are not necessarily mutually
exclusivewants. Indeed, one may easily
lead to another, as a sub-task. But each
impliescertain requirementsfor the Pres-
entation systems that implement the in-
terfacebetween the user and the Engines.
Sincethe Presentation systemsarethem-
salves interfaces, the approach through
Layered Protocols may more readily be applied to them than
tothetask. But the overriding goals still arethose of thetask,
and when the task involves interaction with a dataspace, the
five possihilities above seem to cover most of what the user
might be able to do.

In a complex application, the fundamental question sel-
dom has a single answer. In most applications, the user has
more than one goal, in more than one domain. For example,
in any military application, of any nature, one of the user's
goasisordinarily to satisfy a superior officer. Suchagoad is
seldom considered in an application description, thoughitis
implicit in Kaster's analysis. Perhaps it should be consid-
ered, because if the technology makes this goa hard to
achieve, the user may come to the task with an attitude that
impedes the achievement of tasksin other domains, such as
to make a battle plan that uses resources most effectively. To
achievethislatter god, the user may bewell advised totry to
understand the availability and effectiveness of resources,
which could require the use of time and an efficient search
engine. But if the superior officer is displeased by the user's
useof time, and wantsaquick battle plan, the user may choose
to ignore an effective but dow search engine, instead going
with apossibly outdated or fragmentary mental model of the
availableresources. Thesocial context of an application can-
not be ignored.

However varied and inter-related the goals, the user can-
not know whether they have been achieved unless the rel-
evant states are made perceptible. Isthe superior officer sat-
isfied? The user cannot know unlessthereissomeindication
of the officer's reaction to the work. Isthe plan going to a-
low two engaged units to have fud and time to reach their
targets together? The user cannot know unless the planning
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system can show comparative timelines for routing and re-
fuelling in away that makes mismatches obvious. Theuser's
perception is at the heart of all applications.

Consider air operations planning systems, using the do-
main of the DERA Master Battle Planner' (MBP—see Sec-
tion 7.3.3) asan example. The MBPisaPresentation system
that does not include datamanipul ation Engines, but the con-
text in which it is used seems appropriate for the introduc-
tion of several different kinds of Engine.

Suppose the planner (user of the system) wants to have
two bombimg missions arrive smultaneoudly at two related
but separate targets. Both need en-route refuelling. The sys-
tem database hasinformati on about distances, assigned flight
times (because the planner has entered that information), fuel
requirements, locations of bases for refuelling aircraft, and
so forth. It would be easy for the system to provide dl this
information to the planner in the form of atabular display,
but how easy would it then be for the planner to see that the
assigned times would require one of the bombing flights to
await the tanker in aregion vulnerable to enemy fighter at-
tack?The MBPaddressesthisproblem by allowing the plan-
ner to play the mission dynamically over amap display, al-
lowing the planner to seeif rendezvous occur asthey should
and in safe areas. However, mismatches may not be obvious
when the plan is complex. Moreover, the vulnerabilities of
the plan to the inevitable consequences of Murphy's Law
may belessobviousto the planner than areitsstrengthswhen
all goes according to plan.

There are other possibilitiesfor displaysto addressthese
problems. For example, without meaning to suggest that the
following would be aparticularly useful display for theMBP
situation, one could imagine displaying world lines for the
different entities (a world line is a view in which space is
shown in one or two dimensions, with timein the third, the
location of an entity over time then becoming acurveinthe
resulting space). World line displays might highlight time
spent in dangerous areas, or problematic refuelling rendez-
vous, in away that dynamic replays might not.

World-line displays have been effectively used for over a
century in scheduling rail traffic, for example. A tiny portion
of such a2-D world-line chart isillustrated in avastly sim-
plified form in Figure 7.3, for three hypothetica trainsin a
section of track containing three stations.

Fgure 7.3 immediady shows severd thingsthat might not
be obviousinatabulation of thetimetablefor thethreetrainsand
thethree gations. Mogt importantly, it showsthe possihility of a
callisonat thecirded point between thetrain depictedinred and
the one depicted in green. Seeing the chart, the scheduler would
naturdly check whether this part of the line is double-tracked
(norma in Europe, often not the case in North America). But
seeing only atimetable ligting, the scheduler might well not no-
tice the passible problem.

The chart also shows that the fast "red" train is catching
up the dow "blue" train, and some provision would have to
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be madefor it to pass unlesstheir routes diverged not too far
beyond the displayed section of the chart. Thetrain schedule
also showsaddiberate possibility for apassenger to transfer
between the green and blue trains at station B.

Although it hasnothing to dowith thetrain scheduling as
such, a glance at the chart also showsthat station A is more
important than B or C, becausetrainstend to wait therelonger
than at B or C. Thislatter observation points up an aspect of
graphical displays that is sometimes overlooked—the
serendipitous observation that may later be important in a
quite different context.

World-line displays can aso be shown in 3-D, the loca-
tion axis now being expanded from aline to a 2-D surface,
often representing the underlying geography, or at least to-
pology. If thetrainsof Figure 7.3 wereto beshowninsucha
display, the separation (or otherwise) between the red and
green in the depth dimension would show whether a colli-
sion had been scheduled. In a world-line display, an effec-
tive rendezvous appears asatouching of world lines, adelay
as aworld line pardld to the time axis, and so forth. In a
world-line display of the movement of aircraft, the reach of
possible enemy attack on the bombing flight after its likely
detection could be shown as a cloud emanating from an en-
emy base, and vulnerability to such an attack asaworld line
passing through the cloud.

Continuing the exampl e of the mission-planning system,
if thesilicon part of the system has enough datato allow it to
display the mission as a dynamic map or aworld line dis-
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Figure 7.3 World lines representing the scheduled
movements of three hypothetical trains on a portion of
line with three stations. If the line is not double-tracked,
the green and red will collide head-on between stations
Aand B. Also, thered train is obviously rapidly catching
up the slower blue one.
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play, it hasenoughto alow it to determinewhether arendez-
vous can be made as planned. The human planner presum-
ably would have to indicate whether a convergence of world
lines represented an intended rendezvous or afortuitous co-
incidence, but the system could determine whether the ren-
dezvous could reliably be executed. It could display some
specia mark to indicate either success or failure of arendez-
vous—or any other vulnerable point of the plan—but only if
the planner can describe to it which aspects of aplan congti-
tute vulnerabilities.

For example, if the plan requires atanker to make aren-
dezvous, it had better allow thetanker time onthe ground for
necessary service and refilling after its previous refuelling
flight. A vulnerability would be an on-ground time not much
longer than the minimum required time. The requirements
for such ground time could be a part of the database for the
tanker, or it may be afunction of the servicesavailable at the
airfield where the tanker is based—which could be dynamic
if the airfield itself comes under enemy attack. The risk of
such an attack, and the consequencesto the planif it wereto
happen, also are asepcts that might be computable, and if
computable might form part of a graphical display of
vulnerabilities.

Complex asthismay become, if algorithms could be de-
scribed that alow the computer system to determine which
aspects of aplan are critical and whether the criteriafor suc-
cess are likely to be met, then the system's displays can be
designed to alert the planner to points where the plan may
need some attention, and to the linkages among other ele-
ments of the plan that could be affected by alterationsto the
highlighted critical region.

It may not be obvious on first reading, but the mission-
planning exampleillustrates al four modes of perceptionin
action.

Controlling: The planner istrying to bring about asitua
tion that exists only in the planner's mind, by altering
its congtituents in the dataspace. The "plan” is not an
event that is presently evolving in the real world, asin
theusua "control" situation. Instead, the planisat any
moment astatic situation that does not change until the
planner changesit. Nevertheless, any changethe plan-
ner makes in one element of the plan will influence
other dements in ways that might not have been im-
mediately obvious to the planner, and against which
he or she must stabilize the evolving plan. The planner
is contralling the state of the plan, even though it is
being "executed" only within thecomputer. If, in addi-
tion, intelligence reports keep arriving about the state
of the red world that the plan environment mimics,
they also affect the probabilities of different plan out-
comes and affect the planner'sview of the relationship
between the exisitng and desired situations. Those, too,
require the planner to counter their adverse effects on
the mission the plan is supposed to accomplish.

Monitoring (lumped with controlling in the first mode of

perception): If the planning system incorporates dy-
namic pre-plays of such things as bombing missions
with refuelling, the planner can monitor the course of
those playswhile controlling other el ementsof the plan.
Only if the monitoring of some aspects (e.g. diminish-
ing fuel supplies at atanker base) seem to demand al-
teration of the plan will the mode change to control-
ling (e.g. changing elements of the plan until accept-
ablefue suppliesat that base are maintained through-
out the time covered by the plan).

Alerting: Although the planisstatic except when the plan-
ner acts, nevertheless there are many opportunitiesfor
alerting. Alerting is a passive mode of unconscious or
automatic perception. The perceiver isaware only that
something previoudy unnoticed might be worthy of
attention. Humans have severd built-inderting mecha
nisms (discussed in Chapter 2), and presentations that
intend to alert usersto DAO (Dangers and Opportuni-
ties) conditions should probably take advantage of
them. For example, when the planner specifiesatanker
plane to take off at a certain time, and the system can
determine that thistime is before the tanker's required
ground time between missions, the planner might well
not notice the problem. But the algorithm that checks
required ground time could operateinvisibly tothe plan-
ner and indicate the existence of the problem—per-
haps by putting ared circle on a Gannt Chart, flashing
amarker on a dynamic map display, putting up a text
box in the corner of any screen, or by any other means
suitableto thedisplaysbeing used. More elaborate pro-
gramsmight be ableto detect conditions of vulnerabil-
ity that could induce alerting displays.

Search: Thedatabase containsinformeation about theavail -
ability of resources. The planner must search for those
that will enable the mission to be accomplished—to
find out where are the bombers, where are the tankers,
what fuel is required, what weaponry needs attention,
and so forth.

Exploration: The essence of making aplan isto explore
aspace of possihilitiesin order to determine how best
to put the plan together. When not actively planning a
specific mission, the planner has the opportunity to
explore the possibilities for missions that may be re-
quested in the near future. Exploring is something that
isdone off-line, so that when the need arises, theways
to accomplish effective control are better known. Ex-
ploration builds the map, whereas Searching looks on
the map for what isrequired at the particular moment.

Controlling/Monitoring and Alerting deal with dataspaces
that tend to change on a time scale commensurate with the
speed of action, eveniif it isthe user'sown actionsthat create
the change. Alerting may be appropriate also in a static
dataspace, if desired characteristics of parts of the dataspace
can be determine by agorithm. For example, in alarge re-
pository of documents, aerting to mark documents relevant
to aparticular query isappropriate. The space is pseudo-dy-
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namic because the user cannot see dl of it at once, and must
shift what part is"in focus' at any moment.

Searching and Exploring are useful only in dataspaces
that change much more slowly than the speed of action. Itis
of novalueto auser to discover that X isat placeY and has
relation R to Z, if the facts are likely to change before the
information can be used in action. If the user islooking for
an X that hasardation R to Z, knowing that the answer can
be found at Y is useful if the consequent action can occur
beforeY changes, but not if the correct answer isat Y' when
itisused. It isuseful to publish maps of terrain, coastlines,
and roads every year or so, but not a map that shows where
to find John Smith and Jane Doe.

7.2 Some Example Application types

In this section we illustrate a few examples of applica-
tion types that show some of the major aspects of presenta-
tion techniques that facilitate or impede visualisation.

7.2.1 Web Sear ching/Surfing

Web surfing or Searching is the prototype for interac-
tions with a large pseudo-static dataspace. A surfer cannot
affect the content of the dataspace. All a surfer can do isto
discover some part of the linkage structure of the network
and some elements of the content at specific nodes of the net.
At least that isthe mechanism, at onelevel of abstraction, of
what one can do. But the core question What doesthe surfer/
searcher want to achieve? is seldom answered by "to deter-
mine the structure of this part of the net" or by "To see what
is a this specific node." Usually, what the surfer want to
achieveisto increase his’/her knowledge about sometopic of
interest, to be entertained, to buy something, or thelike. The
Web itself may beamatter of interest to some, but for most it
isjust arepository of datathat can become information.

There are two ways to achieve something by using the
Web. One is to navigate to a node with a known URL, the
other isto go to anode with aknown content (e.g. by usinga
search engineto discover the content). Thefirst isanalogous
to an explorer navigating to a particular geographic coordi-
nate, the second to afruit picker learning where the fruit may
be ripe and then going there to check whether it is. Thefirst
is Exploring, the second Searching.

How can a system help one to Explore any dataspace?
Primarily by letting one know that there are placesto go that
might prove useful. On the Web, this is done primarily by
the clickable links that are highlighted on most Web pages.
Clickablelinksthat are not highlighted are asuseful as secret
doors in a room. Once one finds them, by accident or by
Search, they can lead to their destinations, but an Exploring
Web surfer is not likely to know that they are there to be
found.

Being told specific URLsby other methodsistypicaly a
minor (though often well targetted) way useful nodes are
found. The content on the page with the link may well pro-
vide a clue as to whether the linked node might be worth
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visiting, but just asthe sight of birds may havetold a seafar-
ing explorer that land is nearby, most links provide no more
than a clue. The node must be visited—the land sighted—
before its value can be properly assessed.

7.2.1.1 Automated assistance?

Automated systems can do little to help aWeb explorer.
Speed helps exploration, so pre-loading al pages linked to
the current page might help, but at considerable cost to the
available bandwidth of communication. As recently as 100
yearsago, even after centuries of exploration, North Atlantic
societies knew amost nothing about the geography of cen-
tral Africa. Reaching it from Europetook months of difficult
travel, but once aircraft could safely fly there in amatter of
hours, such blank spots on the map quickly ceased to exist.
But all speed does is to help a user to know that thereisa
there there. Determining whether what is there is useful or
interesting to examineis another matter, which we consider
in the next section in connection with textual dataspaces.

Where automatic systems can help isin Searching. As-
suming that what the user wantsto achieve by Searching the
Web isrelated to a specific topic or item of information, the
automated system must be ableto reduce the number of can-
didate pages from the many million on the Web down to a
number that the human user can examine—afew tensat most.
The human may then be in a position to determine whether
any of these candidate pages containsinformation that brings
him or her closer to thetask goal. What we are talking about
here is the engine that communicates with the user on the
one side, and with the dataspace on the other.

Web search engines present two interface problems. The
first is how the user can specify what kind of content is
wanted—does it have to be done in one query message (us-
ing only the straight-through path in the GPG of Chapter 5)
or canthe user's needs be communicated incrementally?The
other problemishow the engine selects candidate pagesfrom
the database. How does it determine the content of the page
and how doesit eval uate how closethe content isto what the
user wants? If the contents of pages that it provides to the
user aredightly different from what the user seeks, how can
the user let the engine know, and how can the engine go to
the dataspace to find pages dightly different in the appropri-
ate direction from those it presented? In other words, how
can the user navigate the Search "sensors’ through the
dataspace?

The popular engines in use for Web search have very
crude answers to al these questions—quite apart from the
way their results are commonly presented as tables of text.
Most require the user to specify the desired content through
a Boolean combination of keywords or phrases that should
or should not occur, and the only incremental management
of the content isa secondary search through thelist of pages
found in a primary search, or a supplementary search for
"pages like this." On the dataspace side, some engines dis-
cover page similarities by determining the similarities be-
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tween histograms of words that have been found to be dis-
criminative, and to some extent these should alow both
skewing and narrowing the range of selected pagesto alow
abetter match to the user'sintent, but so far aswe are aware,
none take advantage of this possibility, because the user in-
terface doesnot permit it, other than to allow search for pages
genericaly similar to one of the ones found in the origina
search.

Perhaps the reader has noted that in the last few para-
graphswehave shifted between two spatialized visudisations
of theWorld Wide Web. Initially, the Web wasdiscussed asa
reticulated network, in which the nodes were located in a
space in which distances were measured by the number of
link jumps needed to get from one page to another. By the
last paragraph, the visualisation has subtly shifted. The space
inwhich the Web is now visualised isonein which concepts
are located by their similarity to one another, regardless of
how many link jumps are required to get from the page con-
taining one concept to that containing ancther. Whereas the
Exploring user must operateinthe space of link jumps, which
could be shown in a 3-D representation, a good automated
Search engine should allow the user to operate in a space of
concepts, a space of far higher dimensionality. Such Search
Engines do not now exi<t, to our knowledge.

The space of link jumps can bereadily showninagener-
alized fisheye representation, those pages accessible in one
jump from the focal page being arrayed in afan or a cone
around thefocal page, with further jumps similarly arranged
in ever decreasing scale asfar asis convenient. The space of
concepts found on apageisfar less readily displayed.

At this point we have mapped the application of Web
searching onto the more general issue of discovering mo-
mentarily relevant informationin any large universe of docu-
ments for which there is an access method to an arbitrary
document.

7.2.2 Finding relevant infor mation in a space
or stream of documents.

The World Wide Web has a very large and changing set
of documents, but change happens dowly relative to the du-
ration of asearch. In contrast, an incoming stream of, say, e-
mail, has orders of magnitude fewer documents, but thein-
terest value of any document is likely to be transent. The
stream, rather than the archive, iswhat isto be monitored—
and monitored is the keyword. Monitoring and Alerting are
the modes of perception most relevant to data streams.

Despite thefact that e-mail is streamed, neverthelessin-
coming e-mail may be of interest mainly in how its content
relatesto earlier e-mailsin an archive, or to other documents
in alibrary. Exploring and Searching remain as relevant as
they arein Web surfing/searching, but they are not so domi-
nant. Monitoring applies to watching aredl-time (or at least
avarying) eement to maintain a continuous appreciation of
itsvalue. In arapid stream of documentation, no analyst can
read all, or even asubstantial portion. But an enginethat can

determine something about content can, in principle, pro-
vide the analyst with some reduced bandwidth representa-
tion of the content. This could be in the form of textua ab-
straction or summarization, but an effective visual presenta-
tion without explicit text might often be preferable, espe-
cialy if the document rate is more than one or two orders of
magnitude greater than the analyst could read. Better yet
would be for the engines to scan the stream for content that
corresponds to something the analyst has determined to be
significant, so that the presentation system could provide an
alert when apossibly interesting item arrived.

To scan adocument stream for items of potential interest
is the same problem as to perform aWeb search, except for
the time congtraint. The issue is the same as with any auto-
matic aerting system: How can the user specify the charac-
teristics of the datastream that should trigger an alert? Can
the user refine and smoothly vary the specification? Can the
engine apply to the datastream al gorithmsthat closely match
the user'sintentions?

7.3 Search: Finding an answer using
the content of the dataspace

L ooking for documents or Web pages of specificinterest
involves Search, both colloquially and inthe technical sense
used throughout this report. For some current purpose, the
user needsinformation that may beavailablein the dataspace.
Search implies two congtraints on the interface: it must pro-
vide a means for navigating through the dataspace, and it
must enable the user to see whether the particular part of the
dataspace currently viewabl e satisfiesthe object of the Search.

The most familiar computer-based example of Searchis
the Search for information that may exist on one or more
pages of the World-WideWeb. Sincethisexampleillustrates
most of what isinvolved in other Searches, wewill consider
it at more length than the other applications discussed in this
chapter. Theonly redl difference between Search on theWeb
and Search in auniverse of text documentsisin the speed of
accessto the content of the documents. Thereisalarger dif-
ference when the dataspace contains imagery, because the
technology for interpreting the content of imagery is less
advanced than the technology for interpreting the concepts
in atext document. This difference means that human inter-
pretive abilities must be brought into play at alower concep-
tua level when the dataspace involvesimagery than when it
isredtricted to textual data

Navigation in a Web-based Search can be performed in
either of two ways: following hyperlinks or using Search
Engines. By following hyperlinks, theuser isdoing thewhole
job of navigation, and must assess each page to determine
whether it satisfies the Search or contains navigationa cues
(hyperlinks) to other parts of the dataspace that seem prom-
ising. Using Search Engines, the user till controlsthe navi-
gation process, but much of the work is done by the Search
Engine itsdlf. Search Engines look for content that corre-
sponds to a user's query in documents froma possibly large



st of irrelevant documents, and show the user a small por-
tion of the dataspace that contains content that seemsto cor-
respond to the user's query. (A listing of commercia search
engines is appended as an Annex). The user's query is the
initial navigational tool, and how the result is shown to the
user determines whether successively modified queries are
theonly navigationa tool. Most presentation systemsfor Web
search show the user atextual list of pages. Some show links
to "more pages like this' which alow the user to navigate
using hyperlink tracing.

One can readily imagine a different approach to naviga
tion in Web-based Search. If the Search Enginestruly iden-
tify theconceptua structure of the documentsin the dataspace,
they have the data to produce amultidimensiona similarity
space among the documents or parts of documents. The us-
er'squery or queries also can be used to define a conceptual
space. If the Search Engine produces from the query a set of
documents (as current Engines do), it would seem quite fea
sibleto show along with thelink to the document itself a3-D
representation of the similarity space with the dimensional
axesguided by the main conceptsin the query. Theuser might
then navigate within this 3-D space to find documents not
intially assessed by the Seach Engine asrelevant tothe query,
and not linked to the document with which the search
subspace was associated. There are presumably many such
visua ly-based navigation approachesthat could be explored,
that would ease the problem of finding information that would
satisfy a Search.

Navigation through a very large dataspace such as the
Webisunlikely to bevery valuable unlessthe user can easily
determine what is in the part of the dataspace currently ex-
posed, whether by an Engine or by following a hyperlink. If
it takes along time in each place to assess whether the de-
sired information is there, the Search might well becomeir-
relevant or be aborted because of an excessive cognitive cost.
We must therefore examine how well and how quickly the
presentation of content allowsthe user to determine whether
the present view on the dataspace provided by the Engine
alowsthe user to determine whether the Search has accom-
plished its objective.

7.3.1 Displaying the content of part of a

textual dataspace

Presenting the content of parts of the dataspace is are-
quirement not only for Search, but also for two others of the
fivetask typeslisted at the head of this section: exploring the
content, and modifying the content. How the content of a
sel ected portion of the dataspace should be presented depends
on many factors, not the least of which is the nature of the
data. In Chapter 3 we discussed a few "natura mappings'
for dataof different types. However, if we continueto follow
the example of Searching the Web for particular informa-
tion, we can perhaps make afew more general points.

The current generation of Search Enginesaccept aquery
inaforma or informal language and return a set of pointers
to pages that the Search Engine finds to be relevant to the
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query. This set is then presented to the user, typically in the
form of text that includes some indication of the content as
well as a hyperlink that allows the user to retrieve the page
itself. The user then has to examine the page to determine
whether it servesthe purpose of the Search. When there are
large numbers of possibly useful "hits’ for the user to exam-
ine, it may be both difficult and time-consuming to examine
themall. Furthermore, if we extend the example beyond Web
Search to related domains such as the intelligence analysis
of incoming message and document streams, or the discov-
ery of useful content in alibrary of documents, the issue of
time becomes paramount. If the data are streamed, the user
must be able to treat the incoming materia faster than its
arrival rate—queuing theory suggests by afactor of around
1.3 or better if thearrival timesfollow a Poisson distribution
(asfor independent sources for the individual messages).

Wise (1999) describes one approach that appliesin ade-
fined space of documents. The documents in the universe
are presented in a viewabl e space based on their conceptual
content. The user can navigate within this space, approach-
ing the desired content, and can then see the text of those
documents that appear most closaly to be what is wanted.
Thiskind of approach might be suitablealso for Web Search,
but there is a distinct possibility that issues of scale might
arise. It might well befeasible to combine Wise's methods of
presentation with the use of Search Engines that produce a
subset of the documents containing only those deemed likely
to be relevant to theinitial query.

Outside of the US, an important visua presentation for
massive numeric datasets started with the work—wel | known
by now—carried onfor severd yearsby Wright and hisgroup
a Visua Insights [née Visible Decisions, or VDI]. That has
recently been harnessed asa set of generic interfacesfor text
search engines [InQuiZit, Autonomy, CM; Hummingbird
planned] by Houston, Jacobson, Rosser, and others for the
Canadioan Department of National Defence. This approach
isdescribed in the | ST-020/RWS-002 workshop on Visuaisa
tion of Massive Military Multimedia Datasets. The query is
still initially presented textually, but different presentations
alow the user to determine relationships among concepts
and documents, and to select documents or portions of docu-
mentsto view.

Theresult is an attractive, interactive 3-D interface, ini-
tialy intended for semantic search engines. A custom-de-
signed artificia gravity acting on the visualized hits, con-
cepts, queries and documents sorts multiple "hits' from se-
mantic search engines targeting massive text corpora. This
capacity alowsauser easily and interactively to assess con-
nectionsamong elementsand documentsin the corpora, iden-
tifying relationsand features not otherwise known or visible,

The "Crown of Thorns' display, shown in Figure 7.4,
attemptsto assist comprehension and management of acor-
pus by making more clear some of the relationships among
its documents. The "Crown of Thorns' display isadynamic
virtual redlity field of objects which is able to represent the
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- NetViz - C:\Program Files\NetViz\general_very_large.igz
Fila Options Help

Query: "composite of many queries."

Fig 7.4 The Crown-of-Thorns display of the conceptual
relations among documents.

macro-results of such queries. Itisatool for discovering in-
herent rel ationsamong documentsand patternsinthoserela
tions which would not be obvious to readers or authors of
individual documents. [All displayed e ementsareweb-linked
to the documents and hits] Figure 7.5 and 7.6 show other
aspects of theinterface.

In the Crown of Thorns display of Figure 7.4, the docu-
ments retrieved by severa queries are related by means of
the concepts evoked. The documents are represented by the
blue cylinders, which can be " opened" by stripping away the
outer skin'to reved aset of vertica rodswith thickened sec-
tions. The rod represents a concept, and the thickened sec-

Fig 7.5. The "God's-eye" perspective allows an
overview of the conceptual relations. The query says
"What security vulnerabilities are scanned by the NVAD
network scanner"

Fig 7.6. A complex query has resulted in too many "hits'
to understand well when visualized in the circular
format. Freeing the elements from the circular
constraint, and applying the artificial gravity, the hits
clump into related groupings, as determined by the
concepts in the query. Forces on the elements are shown
here as red for attraction and green for repulsion, which
arein balance for this display, which shows an
equilibrium condition. Interestingly, viewing this figure
through red-green glasses gives a stereo effec

tion represents where in the document it is found. The rel-
evant extract can be displayed in ordinary textua form.

These displays are intended to alow the user to send
messagesto the computer, and for the computer to send mes-
sages to the user that would be much harder to express in
textual form. Indeed, without the dynamic pictorial display,
the user might not even be able to visualise the import of
messages sent by the compuiter. Inthe Crown-of-Thornsdis-
play, the open cylinders with rods connecting top and bot-
tom show where the query concepts occur in the document
represented by the cylinder—an analogue property of the
document hard to express textually without spending many
paragraphsto do so. And evenif the computer wereto send a
textual description of where the different concepts were in
relation to each other, would the user be able then to visual-
ise how the document was structured in relation to the con-
cepts expressed? With the pictoria display, the user not only
canvisuaiseit, but canreadily request to seean extract from
the document in the region that seems most relevant. Fur-
thermore, by taking advantage of the linkages displayed, the
user can check out doumentsthat seem related in interesting
ways, rather than being limited to an arbitary similarity meas-
ure between the documents and theinitial query, or between
pairs of documents in the universe, as noted in a textual
hyperlink marked " see documents like this one."

Displays such asthese can be useful in helping a user to
seetherel ationshipsamong documentsthat have certainkinds
of content, but in themselves they do not seem to assist the




navigationa problem, inthat they display only the results of
atextua query or queries to the Search Engine. They are
Presentation Systemsfor text-based Search Engines. But they
can help the user to assess qui ckly which documentsare more
likely to contain the kind of information being sought, and as
mentioned above, speed at that point can be critical in con-
ducting a successful Search.

It is easy, however, to imagine extensions of theideasin
these displays that would allow a user to interact with them
inwaysthat generate refined queries. What isless easy isto
see how to use the displays to generate queries that move
into conceptually dightly different areas of the dataspace (the
Web, the library, the message stream). The documents gen-
erated by the initia queries may provide good answersto a
mis-framed question, or their answers may show the user
that supplementary information isrequired to solvethe prob-
lem for which the information was first sought.

The DERA-Okapi system provides avery different way
of looking at auniverse of text documents and also provides
away for the user to converge on the most relevant docu-
ments in the dataspace, though it does not do this graphi-
caly..

7.3.2 Developing a presentation system: the
DERA Textscape and Okapi projects

(Original draft of this section by M. Varga, Defence Re-
search and Evaluation Agency. Malvern, UK)

7.3.2.1 Background

The first step in building an effective presentation sys-
tem is to determine what information the user will want to
extract from it. This implies more than just identification;
one must prioritise the data components and place them in
an accessibility hierarchy so that the most readily available
datais dso the most important or the most likely to be re-
quired early on in the data mining process.

Clearly the objective in any text search is to locate as
quickly as possible dl available documents on the topic of
interest. Human users determine which keywords best re-
flect the topic of each article or report to be retrieved and
pass thisto the search engine.

The two main problemswith thisare

(1) that there may be documents sharing the same key-
words but discussing very different topics and

(2) that the user may not come up with themost effective
keywordsat firgt, resulting in asuboptimal search path
to the most relevant documents, assuming they arelo-
cated at dl.

Both of these arearesult of the fact that concepts can not
easily be represented by afew keywords.

An immediate practical solution to (2) is that used by
DERA-Okapi; make the search process an interactive and
iterative one and havethe Engine generate possible keywords
for selection or rejection by the user (thus creating the key-
word profile). Inthe DERA-Okapi project, thisrefinement is
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done by using what the Layered Protocol General Protocol
Grammar callsthe"Edit-Accept loop" (Chapter 5). The user
initially suggests alist of keywords or phrases that ought to
alow the Search Engineto find at least afew relevant docu-
ments. The user assessesthe perceived relevance of thedocu-
ments returned and informs the Engine. The Engine then
examines those documentsto look for words or phrases that
occur significantly more frequently in those documentsthan
inthe ones deemed irrelevant or in the whole document uni-
verse. It proposes these to the user, who can accept or reject
them as components of a new query. This new query may
find relevant documents that were missed in thefirst search,
and very probably will eliminate some less relevant ones as
well.

The search is then repeatedly refined until only a man-
ageable number of accurate and relevant documentsremain.
Through the generation of an increasingly large set of rel-
evant keywordsthe hopeisthat in thelimit thetopic iswell-
captured. Of coursethisdoesnot aleviate (1) assomepart of
the documents retrieved must till be read.

This solution does not remove the need for the user to
examinethe context of the keywordsfor document relevance.
It may suffice to examine the title of the document, but it
may be necessary to delve deeper into the contextual sen-
tence, paragraph, or passage (i.e. the body of text in which
the keywords reside), the contextual section titles (if they
exist), or ultimately, and least desirably, the user may need to
read the whole document.

Other textud constructswhich may giverapid understand-
ing of the topics covered in the document are the Abstract,
Executive Summary or even the Introduction. If these com-
ponentsexist and can beidentified as source-structured com-
ponents within the documents in the database, then the next
step is to order them on the basis of their likelihood of re-
vealing the document's subject.

Intuitively we can assert that themoreinformation within
the component the better will be the reader's understanding
of the concepts covered in the document. Ultimately if the
user readsthe whole document from cover to cover they will
have the maximum degree of comprehension of the docu-
ment's content and hence can make the most informed deci-
sion astowhether tokeepit. Thisisa so thetask which takes
the greatest amount of time. At the other extreme knowing
the sentence in which the keyword resides gives only an in-
dication of the topics covered in the document.

Despitethe subjective nature of deciding which constructs
reveal the most about a document in the smallest amount of
time, adecision must be made. But we can sidestep theissue
by building configurability into the user interface so that the
user isleft to make this decision. This has the added advan-
tage of allowing the application to be customised for a par-
ticular document database, e.g. for news feeds consisting of
short articles with little internal structure or for journa pa-
pers which obey strict formatting rules, and can hence be
assumed to have an abstract.
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For our purposesthe exact ordering isirrelevant; our task
is to map the components at the top of the hierarchy to the
most quickly accessible graphical entitiesin our display.

For the sake of providing a concrete demonstration of
thedesign processwe assumethe database we areinspecting
consists of news-feeds (e.g. Reuters) and hence are short ar-
ticleswithlittleinternal structure. Thefundamental congtructs
for determining relevance are those provided within DERA-
Okapi: Keyword(s) (or Hit Words; we use the two termsin-
terchangeably), Document Label, Document Title, Contex-
tua Sentence, Contextual Passage and Whole Document.

So far we have discussed only the raw data, which is
availableimmediately from theretrieved documents. We have
yet to consider derived information, or meta-data. This is
information that can be obtained by performing some statis-
tical or mathematical analysis on the raw data. In DERA-
Okapi two of the analyses are Keyword Frequency (the
number of keywords per total number of words in the arti-
cle) and Document Word Length. The former provides in-
sight into the depth of the discussion of a particular topic,
since one canidentify when thereisonly apassing reference
to a chosen keyword. The latter yields some feeling for
whether the document is likely to provide sufficient infor-
mation on the topic required; the user may fed that a very
short article is unlikely to contain an in-depth discussion on
thetopic.

One further piece of meta-data proves useful; KeyWord
Position. Thisisthe set of locations of the KeyWord, meas-
ured in words from the beginning of the document. Such
information gives a feel for whether the Hit Word is clus-
tered around only afew passages, and is hence not thefocus
of thearticle, or whether it is distributed uniformly through-
out the article.

The next step isto prioritise these components. The data
layersrange from immediately accessible to those requiring
severd levelsof datamining. To accesseach subsequent layer
requires one further action by the user (e.g. brushing or se-
lection).

7.3.2.2 Designing the display: Textscape

7.3.2.2.1 Mapping the Data onto Selected Visual Primi-
tives

Having identified the data components which we will
need to visualise we proceed to map them onto eight possi-
blevisua primitives. Shape, Position, Size, Colour, Mation,
Brightness, Texture, Orientation, based on their resolution.

The most readily accessible information—Document
Label, Keyword Labdl, and Keyword count—will beimme-
diately visiblewithout user interaction. Keyword Count was
mapped onto Size—the height of a 3D bar. This allows
preattentive recognition of the documentsthat hold the great-
est number of Hit Words. Both Document Label and Key-
word Label areshown ontheaxesas 2D text inthex-y plane.
The Document Length is mapped onto Size—thelength of a

line. The remaining variables are accessed through pop-up
2D Text Boxes. KeyWord Position is mapped onto another
of the very high resolution primitives: Position in 3D space.
Thisisan obvious and natural mapping and this fact should
amost always be exploited. The actual numerical value is
also available in a pop-up 2D Text Box.

7.3.2.2.2 Symmetry

We have chosen arectilinear symmetry and a Cartesian
co-ordinate system and deviate from using Boxes and the
like only when a change of symmetry needsto reflect adif-
ferent kind of information. Thisis an atempt to avoid dis-
tracting the viewer with irrelevant visual cues.

7.3.2.3 Rendering the data

7.3.2.3.3 Extending the Cityscape Technique

Thedisplay design is based on the CityScape technique.
It congists of a grid lying in the x-y plane upon which 3D
bars (‘boxes) live. The x-axis represents the documents and
the y-axis lists the current keywords, which were generated
or entered by the user. The height of abox is proportional to
the Keyword Count and the actual humerica value can be
seen by comparison with the z-axis |abels.

Becauseaplain CityScape plot would only use one-eighth
of the available 3D space (one quadrant) the technique was
extended so that the region beneath the plot also serves a
purpose. We distinguish the positive z-axis (showing
KeyWord Count) from the negative z-axis, which shows
Document Length (in words). A second grid is constructed
for visua orientation at somefixed position beneath thefirst.
In our prototype this value is 1000 Word-units.

Denote the space above the grid asAlpha-space and that
benesth as Beta-space. Then Alpha-spaceis occupied by the
Cityscape visualisation discussed above, while Beta-space
isfilled with anew visua entity whichwe can call Threaded
Tiles. Thiscondsts of aseries of regularly sized, squaretiles
threaded together on a common axis which extends down
from the centre of the CityScape square. Thisaxishasalength
equal to thelength of the document it represents. Each tileis
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equally thick in the z-direction and represents a keyword
found in the document. The position of the tile along the
negative z-axis from the ground plane (the x-y plane which
contains the origin and on which the CityScape rests) indi-
cates the position of the keyword within the document. In
thisway clustering of keywordswithin an articleisimmedi-
ately evident.

Of theremaining passive visua variablesonly Colour is
actively used. The choice of colour is made so asto clearly
distinguish each visua entity from the other. The Document
Labelsarein Dark Blue, the keyword Labelsarein Red and
the Boxes are in Yellow so that they stand out against the
grey background.

For the sake of continuity, the Threaded Tiles are col-
oured Gold; visualy closeto yellow, thusgiving theimpres-
sion that the CityScape Boxes transform into the Threaded
Tiles. Sincethe height of the Boxesisequal to the number of
keywords within the document and there are exactly this
number of Tilesin the corresponding Beta-space object, this
is a natural transformation, which should not confuse the
viewer. The question of how each datoid is created and ma-
nipulated is the subject of the next section.

Findly, the Threaded Tiles are terminated with a Purple
Sphere. Thishel psthe eye to make comparisons between the
lengths of various documents by clearly delineating the end
of each Thread. Interaction with the ball yieldsfurther infor-
mation and again thisis a part of the Architecture Design
phase.

So far we have described the key graphical components
that make up TextScape. The remaining visual components
are more traditiona and belong to the GUI design phase; a
task which fallswithin the final stage of the construction of
the presentation, Architecture Design.

7.3.2.4 Architecture Design

7.3.2.4.1 The Datoids

For future reference we name the various views in the
3D scene. The 3D Boxes in Alpha-space which form the
TextScape and represent the Keyword Counts of each Hit
Word against each Document we refer to as Alpha Boxes.
The Beta-space tiles representing the position of each word
within a document we have previously dubbed Threaded
Tiles. The spherical datoid which terminatesthethread pass-
ing through each Threaded Tilesview isaTermiball.

In addition to adding interaction to existing visual ele-
ments we introduce a datoid that is purely part of the User
Interface (Ul): 3D Buttonswe call Buttoids. Buttoidsarethe
3D equivaent of the 2D buttons found in most application
interfaces. They are spheres which when selected provide
additional information to the user while visually they con-
tract to half-radius size and turn black. Thereis one Buttoid
for each document and one for each keyword. They are situ-
ated adjacent to the corresponding document and word la-
belsin the x-y plane.
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These Buttoids provide an upper-level, immediate access
to the retrieved document text and keyword contexts thus
bypassing any incremental data mining. Of course, direct
reading isthe most time-consuming method for determining
relevance but the option must be available for the user. The
various things Buttoids do are described in more detail be-
low. The Buttoids along the Document axis we will call
Buttoids-D and those along the keyword axis, Buttoids-K.

7.3.2.4.2 Interactivity

In3D (the devel opment environment from Visual Insight)
implements severa of the most important user interaction
mechanismswithin its 3D environment; Textscape usestwo
of these—Sel ection and Brushing. Brushing isdone by mov-
ing the mouse pointer over a sensitive element in the scene,
upon which a pop-up 2D text panel appears, displaying in-
formation somehow connected to the brushed graphical en-
tity. Such a panel is shown in Figure 7.7. Selection occurs
when additionally theleft mousebutton is pressed once. There
isalso Double-Selection (two left-mouseclicksin rapid suc-
cession) but DERA has not implemented thisfeature. Selec-
tionand brushing have beenimplemented on all scenedatoids.

Brushing on the Alpha-boxes opens a overlay 2D text
box which lists the name of the document, the keyword and
the Keyword Count for this keyword within the document.
Selecting an Alpha-box creates a Threaded Tiles view for
that document and keyword combination, extending down
into Beta-space. A secondary effect isto set the height of the
Alpha-box to zero, thus reducing cluttering in Alpha-space.
Theuser can usethismechanism to temporarily removeboxes
from the TextScape to increase visihility of the remaining
boxes. Selecting the base square of the Alpha-box (also the
top of the Threaded Tiles at this point since it isvisible) re-
versesthe process, recresting the Alpha-box and making in-
visible the Threaded Tiles.

— Dwocuments Retained

e [F] 1000 ADI2IZ3E
Fgl;_{ﬂ Euwro currency rew fails o ignide German poll
.ﬂ 17 hlar 1996 3:40:05 5T Stuitzart, Germany

[F] 921 ADL26434
Franes, Germany pledge to luneh ERMU in 1909
2 Apr 1996 12:30:08 P5T Laval, France

Figure 7.8 The Document Retained panel
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Brushing on a particular tile will pop-up an overlay text
box showing the keyword, the document and the position of
the word which is given by counting the number of words
from the beginning of thetext. Selecting atilewill open-up a
text panel overlay (using the class TextPanel from the Java
Swing package). The panel shows the actual passage within
which the keyword resides; this datais read in dynamically
from atext filein memory. Scroll-bars alow the user to see
all the text and at the same time kegps the initial size of the
text panel small. Selecting the sametileagain closesthe pandl.
Redundancy hasbeen built-inin many placesandinthiscase
thetext panel can also be closed usingitsWindow'sbuttonin
thetop right hand corner of the panel.

The pand dso contains a button at the bottom which is
labelled 'Relevant’. When pressed the current passageisiden-
tified as being relevant and the details of the document se-
lected are added to a Document Retained (DR) pane with a
'[P in front. The symbal [P] tells the user that only the pas-
sage containing that particular keyword is relevant, not the
whole document.

Brushing the Termi-ball createsan overlay listing theto-
tal length of thedocument inwords and the name of the docu-
ment. Selecting the Termi-ball opens a Text Panel with the
wholedocument now visiblewithinit. Thebutton at thebase
of the panel sdlects the whole document for retention thus
adding its detailsto the DR pane and placing an '[F]' in front
of it.

The Buttoids-D can be selected but not brushed. When
they are selected severd things happen. Thefirstisavisible
indication that the buttoid has been selected—it turns black
and shrinksto asphere of half-radius. The second isthat the
row of Alpha-boxesindicated by thedocument isshaded grey.
Thefina thingisto add thisdocument to alist of Documents
Retained; hence the purpose of this button isto select inter-
esting documents and keep them for future reference. The
list residesina2D visuad GUI component described in more
detail in the next section.

The Buttoids-K are used to remove keywords perma-
nently from the search criteria. Selecting them addstheword
toalist of keywordsremoved. DERA-Okapi stopsusing this
word in its search but it is necessary to keep arecord of the
words which have been removed to avoid introducing them
again later in the iterative search procedure.

7.3.2.4.3 Designing the 2D GUI

Asprevioudy mentioned, theButtoids-K sdect Keywords
to be regjected (from the automatically generated set or from
theset of user defined keywords) and Buttoids-D select docu-
ments to be retained.

The screenisdivided into two areas. A 3D window con-
taining TextScape occupies approximately two thirds of the
available real-estate on the right and the remaining spaceis
taken up by two tabbed panes (from the Java Swing class
TabbedPane). Sdlecting atab will bring that paneto thefore-
ground and obscure the second pane. The tabs are labelled

with Documents Retained and keywords Removed and we
refer to these two lists or window panes as the DR and KR
panes.

In order to bypassthe creation of Threaded Tiles, theuser
can select one of the Buttoids-D. The corresponding docu-
ment to be retained is then added to the DR window with an
'[F]" indicating that the whole document is relevant. This
avoids having to read or open the document at all before
selecting it for retention. Similarly, when one of the Buttoids-
K is sdlected, the keyword label is added to the KR pane
when they are pressed.

So, to recap and summari ze, to open only part of thedocu-
ment one must single-click an Alpha-box and create a
Threaded Tiles view. Single-clicking on the Termi-ball for a
particular articlewill add theitemto the DR window with an
'[F]' next to it. Single-clicking on aTile will open a passage
which shows the Keyword within its context (n words be-
foreand nwords after the Keyword are shown, wherenisan
adjustable parameter). The 2D pop-up text panel contains a
button for selecting the passage relevant option. This closes
thewindow and addsthe articleto the DR window with a[P|
next to it. Theicon for these documentsisin adifferent col-
our from those for which the whole document is relevant. A
similar button on the pop-up text panel produced from click-
ing the Termiball selects the [F] option and adds the docu-
ment passage to the DR window. Thishasthe same effect in
other words as clicking the Buttons-D but additionally al-
lows oneto view and hence read the document beforehand.

Extensive testing of the usahility of this system needsto
be carried out and feedback incorporated into subsequent
versions. It is possible to imagine many other interactive ex-
tensionsthat could beincorporated into the visualisation and
these will be the subject of future research efforts.

In other kinds of application, very different kinds of dis-
plays are appropriate.
7.4 Modifying the content of the
dataspace

If the user isto be able to modify effectively the content
of adataspace, the displays must show what isthere already,
and in what respects changes are possible and appropriate.
In this section we illustrate two examples. In both, the user
can enter data using a template or mask in which different
fields can be filled in textualy, but the results are (option-
ally) displayed graphically. Neither has provision for graphi-
cal navigation or for modification of the dataspace content
through interaction with the graphical display. Both are pro-
totypesthat are no longer under devel opment.

7.4.1 Presenting a military situation: the
German xIRIS system

"xIRIS" isasoftware product for intuitive graphical situ-
ation processing for military applications. Thefollowing Sate-
ments from Kaster and Kaster (2000) summarise the main
features of the xIRIS program:
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program are grouped logically. The  El=lRis| x| = &
complete human computer interface
ismade up of independent modules,
such asword processor, presentation
tool, image editor, and specialized
elements, such as situation editor as
well as geographic vector and raster
map display.

The user can choose between
different meansfor presenting infor-
mation, such as graphics with or
without geographic background,
textual output of object structures
and attributes and for manipulating
input data. These components can
be put together to achieve a system
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requirements. Figure 7.9 shows
some possibilities.

It is a central component in the
command and control processfor
military users.

It allows generation and processing
of military situations, images and complete situation
reports.

It is adaptable to current requirements and can be inte-
grated as a component in an overal environment.

It has high flexibility and universa applicability

It is object-oriented at the user interface/ergonomic de-
sign: "What you seeiswhat you get!"

It is object-oriented in the kernel (easy modification/ex-
tension according to user requirements.)

It allows access to any other data source (open system
architecture)

Itsoutput (military data) can easily be processed by other
programs.

It servesfor visualisation of any geo-referenced data(Situ-
ation objects, Map objects, Situation, displays, Sepa
ration of map and situation processing, Online-help)

Editor and library for military symbols, specia symbols,
bitmap graphics

I nteroperability by meansof open systeminterfaces (Mullti
window - multi layer, arbitrary arrangement of situa-
tion displays, total and detailed graphics, masking of
objects)

Because of thedistinct separation of datastorage and data
processing different views on same data can be gener-
ated. (It is easy to use, sophisticated graphical repre-
sentation, processing and integration)

Combination of vector maps and raster maps and digital
elevation data

XIRIS is built around the Model-View-Controller con-
cept. Many different Views can be created from the same
Modéd, but if the datain the Model changes, all the Views

Figure 7.9 The German xIRIS system allows the user to see several different
kinds of display that may assist in understanding the situation. Multiple displays
related to the same situation can greatly aid the ability of the user to visualise
the whole situation.
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that incorporate the changed datawill change.

Figures 7.10a and b show respectively the template
through which users can enter dataon landmineincidentsin
atest scenario, and ascreenillustrating variousways of view-
ing the data, both geographically and as statistical reports.

7.4.2 Planning for an Air Tasking Order: the
Master Battle Planner (UK)

The "Master Battle Planner” developed at the Defence
Research and Evaluation Agency, Malvern, UK isaPresen-
tation System that allows the user to plan an Air Tasking
Order and to see the plan in its environment as it is devel-
oped. It alows a certain degree of animation, which permits
the planner to visualise how the operation might unfold over
time. The stagesin the devel opment of an Air Tasking Order
were described by Griffith at the 1ST-020/WS-002 Work-
shop. Figure 7.11, taken from Griffith's presentation, shows
asample of such a development.

The following description of the Master Battle Planner
isquoted fromtheworking paper "I nfor mation isualisation
in Battle Management" (M. Varga, S McQueenand A. Ross,
DERA Malvern, 2000. The complete working paper is ap-
pended as Annex 2 in the Web version of thisreport at http:/
Nistg.net/hat/index.html).

The Master Battle Planner (MBP) is a prototype

developed by DERA as a result of a study into the op-
erational process of the UK CAOC (Combine Air Op-
eration Centre). A technology gap was identified within
the process and the MBP was developed to replace a
single, manual procedure in developing the Master Air
Attack Plan.

Existing air battle planning systems and CTAPS/
TBMS operate on Unix platforms, and make use of large
relational databases. At present the displays presented
to the operator are till intended to mimic the layout of
the database tables, i.e. rows of textual information.

The development of the MBP prototype investi-
gated methods of improving the user interface. It was
implemented as a map based system. Asfar as possible
the system was designed to have the look and feel of a
standard PC application.

By reducing the fidelity of information, e.g. the
characteristics of aircraft and airbases, theneed for alarge
database was removed. This, plusthe intuitive design of
the user interface, means that the lead-time in populat-
ing a scenario for a given operation can be drastically
reduced.

A PC implementation also drastically reduces the
hardware costs of the system. Whereas CTAPS/TBMCS
require a minimum of 9 Unix servers supporting any
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(from Griffith 2000).
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number of Unix workstations, plus software licencesfor
databases and graphics applications, the MBP can run L
on a single standard PC, or laptop, with the Windows e | |1
operating system. This is an important consideration e L M O
when deploying systemsin theatre. A PC can be replaced H
at significantly less cost and overhead than a Unix plat-
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The system also provides the functionality to assist in
the development of a defensive plan with the placement
of CAPs(Combat Air Patrols) and AEW (Air-
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achieving situation understanding. The sce-
nario can be readily depicted, showing impor-
tant information such as geographic locations,
timing of flight paths, threats, etc. Figure 7.12
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shows an example of this.

Representation of plansisimportant. Figure 7.15
showsthefirst cut plan, which provideskey information
such astheallocation of availableresources and the man-
agement of the tasks, etc. It is possible, at a glance, to
seeif enough resources are available, any overlap or over
tasking, etc.

Finally, a preview of the plan is available to ana-
lyse the planned mission, figure 7.16. Thisis achieved
by using a play-mode so that the entire mission or par-
ticular package can be rehearsed (visualised) to ensure
the success of the planned mission. This preview pres-
entation showsthe missionin motion, it showstheinter-
actions and brings out any mistakes or oversights.

The system can be used in two environments. The
firstisalarge air campaign scenario where a CAOC is
in operation for planning operations. In this scenario,
the number of aircraft involved requires that high-level
planning take place to define COMAO (COM positeAir

Figure 7.12:
Scenario display
in the Master
Battle Planner
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Operation) packages etc. It is intended that the output
from this process will be an ATO (Air Tasking Order)
shell. The shell ATO can assist in the generation of the
more detailed ATO outputs using available planning tools
such as CTAPS or the Nato ICC (Integrated Command
and Control).

In the second operational environment, the system
will be used in asmall scenario with a small humber of
Air Units. This negates the need for acomplex planning
suite such as CTAPS or the ICC and the MBP tool will
providetherequired functionality to plan Air Operations.

Mission Plan

The output from the MBP system will contain suf-
ficient information for it to be disseminated directly to
the Wings or lower levels of command. The plans are
produced in various formats:

An example ATO is shown below, it shows the
exerciseidentification (DAIMON) followed by detail of
the tasking for each unit. This can be up to 200 pages.
During the Kosovo operations, ATOs were several hun-
dred pages long, while ATOs produced during the Gulf
campaign were so large that box loads had to be trans-
ported to the commanders.
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EXER/\\DAIMON\users\hallam\Scenario
Backup\tfm.ATO//

MSGID/ATOCONF/-//
PERID/290000Z/TO: 3000002/
AIRTASK/UNIT TASKING//
TASKUNIT/15SQ/ICAO: LEUC//

MSNDAT/M004/1/OBERON/2GR1/SEAD/-/-/-/
32222//

REFUEL/TARTANG67/M001/ESSO/ALT: 190/
291140Z/0//// IMSNRTE/NAME/ENTRY TIME/ENTRY
PT/EXIT TIME/EXIT PT/TASALT/INGRESS291159Z/
-/291209Z/-/ALT:070/-//

ROUTE/2912227/551400N0015700W//
ROUTE/2912247/550200N0022000W//
ROUTE/2912287/550800N0030000W//
ROUTE/2912317/552000N0032800W//
ROUTE/2912357/545200N0040300W//
ROUTE/2912417/551300N0045300W//
ROUTE/2912452/551300N0054000W//
ROUTE/2912472/552200N0060000W//
ROUTE/2912502/554700N0060000W//
ROUTE/2912527/560700N0063000W//

TGTLOC/2912542/291254Z/10ONA/UNK/
561900N0062200W/-/IONA//

ROUTE/2912562/563200N0055700W//

ROUTE/2912582/562800N0053600W//
IMSNRTE/NAME/ENTRY TIME/ENTRY PT/EXIT
TIME/EXIT PT/TASALT/EGRESS 2913182/-/2913262/
-IALT:Q70/-//

The MBP system enables an operator to build a
battle scenario containing airbases, targets, air units, air-
craft types, ships, targets, radars, SAM sites, ground units,
airspace measures and weapons configuration, using sim-
ple dialogs and point and click techniques for object
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Figure 7.16: Preview of Mission Plan

placement on a map background (figure 7.16). The op-
erator can then plan individual air missionsor more com-
plex COMAO packages using a drag-and-drop of ob-
jects on maps and data entry in dialog boxes. The sys-
tem provides the operator with analysis tools to enable
the planned operations to be assessed for the best utili-
sation of resources.

Combat Campaign Assessment

It has been recognised that in order to reduce the
OODA cycle time it will be beneficial for the MBP to
havedirect mission assessment support, so that the plan-
ning can be based on up-to-date information on the bat-
tlefield in relation to the executed missions.

The aim of the current Combat Campaign Assess-
ment Component research isto investigate and develop
technology to create an adaptive, decision-centred, visu-
aisation environment for UK joint force commanders.
The commanderswill have at their disposal avast array
of sensors, data sources and geographically distributed
expertise. They will also be presented with dynamically
updated models of the battlefield situation along with a
suite of automated planning and decision-making tools.
Military successwill depend upon the commanders' abil-
ity to assimilate thisinformation to understand and con-
trol the battlespace.

Vertical visualisation isdefined to follow the chain
of command. It will allow everyonein the samedomain,
e.g. inthe air domain, to be aware of targets, threats and
intentions that will have a direct effect on the deploy-
ment of the air forces. This can be achieved by present-
ing afiltered picture, i.e. a visualisation of the theatre
airspace. A similar filtering mechanism can be used to
provide a relevant picture to the maritime and land do-
mains.

Horizontal visualisation will allow the component
commanders to collaborate in Joint strategic planning.
Currently there is no tool support to alow the Compo-
nent Commanders to visualise the progress of a Joint
campaign. Provision of accurate, real-time friendly lo-
cation and combat statusinformation will allow collabo-
rative monitoring and will assist the disparate services
to plan and execute a Joint operation towards a common
am.

It is necessary to have secure and responsive in-
formation that isavailableto theright user when needed,
i.e. the right information must be delivered at the right
time at the right place and in the right format.

Experimental Results

The development stage of the programme hasbeen
using an |CCSdatabase. Theinitial aim hasbeento visu-
alise the various component of an ATO especially what
was planned and what was achieved. This enables the
comparison/assessment of the accomplished mission's



achievement.

The screenshot of the database, figure 7.17, shows
the task components that were to be visualised and ana-
lysed for the next phase of the mission planning. They
include:

ATO_ID
Mission Number
Airborne
Cancelled

Lost

Succ

Unsucc

Rcancel

Rlost

The displays in figure 7.18 and 7.19 show the
planned mission in blue and what is accomplished in
yellow. At a glance one can see that what has been
achieved differs from what was planned.

Conclusion

Initial results show that the developing Combat
Campaign Assessment visualisation tool has produced
encouraging resultsin providing information on the sta-
tus of the completed missions within each Air Tasking
Order. Morework isrequired to integrateit into the MBP
so that areal time mission assessment capability can be
made availablewithin the MBP. Thus closing the OODA
loop and shorten the command cycletime.

Thesetwo examples of prototype systemsboth providea
variety of different displaysof acomplicated dataspace. Both
systems are no longer under development, but the ideas ex-
posed in them illustrate some of the requirements that any
military situation display will need to accommodate. Nosin-
gle presentation will alow the user to visualise the situation
on which the displays provide views.

7.5 Conclusion

We havetouched only on the surface of someof thechar-
acteristics that lead to effective representation techniques,
with a few small examples. These examples do, however,
illustrate some important principles that can be extended to
other problems that may confront designers of presentation
systems and engines.
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Figure 7.17: Screen shot of the experimental database
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Chapter 8: Performance Measurement for Visualisation

Justin Hollands, DCIEM, Box 2000 North York, Ontario, Canada M3M 3B9

8.1 Introduction/Background

Military command and control (C2) is a complex proc-
ess. many variables need to be monitored by many people;
decisons must be made quickly; stresslevelsare high given
time pressure and life or death consequences. The aim of
command or battlefield visuaisation software is to display
pertinent information in comprehensible form to the com-
mander or command team, so that they can make accurate
and timely decisions, ultimately making our forces more ef-
fective than enemy forces.

However, despite the widespread development and im-
plementation of command visualisation technology, it isun-
clear whether such technology actually improves the effec-
tiveness of military forces, or even of the command team
itself. Visualisation algorithms, engines, and techniques are
being developed at a rapid rate, but the assessment of the
approaches is sadly lacking. This is also the case for soft-
ware more generally (Landauer, 1995, 1997). Although us-
ability methods haveincreasingly been used to detect and fix
more serious software problems (e.g., Nielsen, 1993), the
study that compares performance with a new system to an
old system (which may be an old computer system, or apre-
existing method not relying on computers) is rare. Does a
new technological development really improve the situation
or complicateit? The apparent benefit of the new system can
be overshadowed by occasiond problemsor errorsthat over-
whelm the benefits (Landauer, 1997).

Given the complexity of the situation, however, it isin
some ways hot surprising that measurement methods have
not been applied to C2 visualisation. Vaid measurement in-
volving human behavior in a rea-world context is adways
problematic. In the similarly complex nuclear engineering
domain for example, thereislittle agreement on how human
performance should be measured (Voss, 1997). Voss notes
that the |EEE Std 845 document Evaluation of Man-Machine
Performance (IEEE, 1988) neglectsto specify thosetypes of
human performancethat areimportant and necessary to meas-
ure in nuclear engineering. Similar problems in specifying
appropriate performance measures are likely in C2 visuali-
sation.

In addition, it is important that when ng human
performancewith acomputer, both human and computer are
considered as parts of the system. Traditional information-
processing approaches have emphasized thehumaninisola
tion from the computer, or haveviewed the situationin static
form, ignoring theimpact of dynamic control on the human-
computer system. |n contrast, system designerstend to think
of the system as the box on the desktop—forgetting for a
moment that for the"system" to do anything useful ahuman
must issue a command and inspect the result, and therefore

that a complete account of the system must include the hu-
man.

Most approaches to human factors modd the human-
machine (or human-computer) interface in terms of a con-
trol loop, in which a human issues a command to the ma-
chine, which resultsin achangeinitsinternal state, whichis
reflected in the display being shown to the human, leading to
asubsequent human command. For example, perceptual con-
trol theory (PCT; Powers, 1978) and therelated Layered Pro-
tocol Theory (Farrell, Hollands, Taylor, & Gamble, 1999)
model the situation in this way. The control loop is repre-
sented by an elementary control unit (ECU) and a physica
environment (which may include a computer). The ECU
compares sensory input from the observed portion of the
physical world to areference signal (desired state), and cor-
rects any discrepancy using muscular output so that the state
of theexternal world changes. The changeintheworld leads
to different sensory input, and the cycle continues.

TheEcologicd Interface Design (EID) approach (Vicente,
1990) aso stresses the importance of considering the entire
systemwhen performing task analysisor experimentationin
applied contexts. Such frameworks note the importance of
the relation between perception and action, something often
ignored in information processing approaches. They dso
emphasizethe need to consider environmental and task con-
straints. Simon’s (1981) parable about the path of an ant on
thebeach servesasagoodillustration. "Viewed asageomet-
ric figure, the ant’s path is irregular, complex, hard to de-
scribe. But its complexity is really a complexity in the sur-
face of the beach, not acomplexity in the ant" (p.64).

Indeed, Vicente (1990) notesthat it is possibleto account
for skilled behavior in some contextswith amodel that relies
amost exclusively on perception and action: behavior greatly
constrained by the environment. Thus, a proper understand-
ing of theimportance of task and environmental variablesis
invauable if we are to understand the behavior of humans
immersed in the C2 context.

All these maxims are especidly true in the visualisation
domain, where the emphasis has traditionally been on the
machine (particularly display software), not on the person.
As noted earlier, agorithms and engines are being devel-
oped at arapid pace, but evaluation is lacking. The entire
system—including the human—must be considered. To re-
flect this, acontrol loop approach consistent with PCT/LPT
and EID is espoused in this chapter. The approach is repre-
sented in Figure 1.3 (The IST-05 Reference Moddl).

Asnoted in Chapter 1, the Reference Model makes clear
that "visualisation" does not refer to displays on acomputer
screen, but rather to a human activity augmented by such
displays. Displaying complex data in a task-relevant way



114

shiftsthe processing burden to the computer and away from
the human, but ultimately, the visualisation must take place
inthe user’'smind, or the display software has not been suc-
cessful.

When one considers the military C2 context additional
concerns become evident. Meister (1989) describesthe con-
cept of indeterminacy, or more formally, a determinacy-in-
determinacy continuum. In a highly deterministic system
inputs (to the user) are usually unambiguous and require lit-
tle andysis. In contrast, indeterminate systems reflect con-
siderable stimulus ambiguity and uncertainty. Military sys-
temsinwartimerepresent anindeterminate system (Meister,
1989). Any command visualisation situation will therefore
reflect thisambiguity. Meister also notesthat adversariesare
a source of uncertainty because they strive to conceal their
actions. Thistypeof uncertainty isnot present in supervisory
control situations, in contrast.

Theformat of this chapter isasfollows. In the next sec-
tion, we briefly describe common types of tasks that a com-
mander might perform with avisualisation system. We aso
note the importance of task dependency when considering
the effectiveness of a visuaisation system. After that, vari-
ous common performance measures are described, and then
discussed with respect to command and control tasks. Visu-
dlisation taxonomiesand their implicationsfor measurement
are discussed next. Then, potentialy useful new measure-
ment strategies are described. Finaly, an overarching strat-
egy for human performance measurement with visualisation
systemsis proposed.

8.1.1 Modes of Perception and Task Depend-
ency

In other chapters of this document, we distinguished be-
tween four modes of perception relevant to visualisation sys-
tems (see dso Taylor, 1973; Cunningham & Taylor, 1994):

Monitoring/controlling: Monitoring and controlling are

related processes. Monitoring involves a user keep-
ing track of an aspect of the dataspace that varies
over time. In contrast, when controlling, the user
observes some characteristic of the data and actsto
influenceit toward adesired state. Thus, both modes
involve observation, but when acting to influence
the monitored process, monitoring changes to con-
trolling. This switch can occur quickly.
Distinguishing between monitoring and control-
ling can bedifficult inameasurement sense, because
if acontrolled system is doing what the user wants,
it can appear to be merely monitored. Monitoring
involves ensuring that information about certain de-
sired variables is being displayed; controlling in-
volvesactive manipulation of oneor more of thevari-
ablesof interest to bringitinlinewith adesired state.

Alerting: The user supportsthevisuaisation of what is

currently important by suppressing the unimportant.

Searching: The aspect of the world being monitored

hasuncertainty associated with it. Sometimesthe user

searchesfor information to support the current moni-
toring operation.

Exploring: Similar to searching, but user exploresin
support of an anticipated but not necessarily defined
future need.

In the experimental context, we would refer to modes of
perception as tasks: that is, what the experimenter requires
of the participant. The existing graphical perception litera-
ture (see Gillan, Wickens, Hollands, & Carswell, 1998;
Lewandowsky & Behrens, 1999, for reviews) takes an em-
pirical approach to studying how people estimate, judge, and
interpret graphical displays. This literature shows that the
most effective graphical arrangement depends on the task
being performed (Carswell, 1992). It islikely therefore that
therelative effectiveness of different graphical visualisation
techniques will depend on which of the above modes/tasks
is being performed.

The digtinction between focused attention and informa-
tion integration tasks (Wickens & Carswell, 1995; Wickens
& Hollands, 2000) is also relevant. Focused attention tasks
are low-level point reading tasks that involve the extraction
of asingle data point from a dataset. High-level information
integration tasks involve considering many or al of the dis-
played data points and making a generd interpretation of
system state (Wickens & Carswell, 1995).

Wickensand co-workershavedistinguished between such
tasksin their proximity compatibility principle (Wickens &
Carswdll, 1995). Put simply, the principle claimsthat for in-
formation integration tasks, more integrated displays should
be more effective; for focused attention, point-reading tasks,
separated displays should be more effective. Thus, for ex-
ample, an integrated polygon display that represents a set of
system parameters using a single object should be more f-
fective for determining the genera state of readiness of a
system than a set of separate bars or meters depicting the
same information. In contrast, the separate bars or meters
will be more effective than the polygon display for specific
point reading. The principleis supported by large number of
studies, validated inametanalysisby Carswell (1992). Thus,
thereisclear empirica support for the notion that theamount
of integration a given task requires will affect the perform-
ance obtained with a given display arrangement.

One might consider the focused/integrated task distinc-
tion as orthogonal to the four modes. Thus, for example,
searching might be considered afocused task if the target of
the search is a specific piece of information, but might be
considered an integration task if thetarget representsaninte-
grated value of many data points (e.g., a running average).
The question of the best display arrangement for the four
modes has not been investigated in a systematic, empirical
manner.

Thetypes of tasks userstypicaly perform should be un-
derstood prior to the design of visudisation systems and in-
corporated into the design. Determining which tasks users
perform can be done through the use of task analysis or its



more modern variants, cognitive task analysis or cognitive
work anaysis (Militello & Hutton, 1998; Vicente, 1999).
These tasks can then be used in empirical assessments and
evaluation of the system during the development cycle, or
compared to existing systems (Nielsen, 1993). In similar
ways, elements or components of visualisation systems can
be compared in experimental fashion.

In the next section the various types of measuresthat can
be collected inempirical eval uation or experimental research
are discussed. Later the relationship of particular measures
to particular taskswill be discussed.

8.2 Classifying M easures

A comprehensive list of performance measures can be
found in the ANS Guide to Human Performance Measures
(ANSI, 1993), Table Al. We summarize and provideamore
extensive classification system for those measures most per-
tinent to command visualisation.

8.2.1 Objective M easures

8.2.1.1 Accuracy (error).

Table 8.1 shows atabular classification for nine types of
experiment having discretetrialsor real-world situationsthat
can be subdivided into discrete time intervals.

In asingle-score situation, performance on asingle tria
or interval is scored as correct or incorrect. For example, a
participant could be shown atarget stimulus (e.g., an NTDS
symbol) followed by a map display, and then attempt to de-
termine if that symbol was on the map. In the single-score
situation, itisusually preferableto collect dataover multiple
trials. Whentherearemultipletria's, asimplefrequency count
of correct trials can be taken. More commonly, the propor-
tion of correct trialsis computed (proportion correct), some-
times expressed as a percentage (percent correct). Error is
scored as (1-accuracy).

In some single-score situations the stimulus magnitude
or the difference between stimulus magnitudesisvaried. For
example, can asubmaring'ssonar signature be differentiated
from background ocean noise at various submarine distances?
Can the signature of an enemy submarine be distinguished
from a friendly submarine? Multiple trials at each magni-
tudeor differencein magnitudesare collected. Here, theprob-
ability of detection can be plotted as afunction of the magni-
tude or magnitude difference, and a curvefit to the data, re-

Table 8.1. Classification of accuracy (error) for discrete trial situation.
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sulting in a continuous threshold function. Steep functions
represent good ability to detect or discriminate whereas shal-
low functions represent poor ability.

In the single-estimate situation, the participant is asked
to estimate a spatia location, direction, or magnitude. Here,
the deviation of subjective judgmentsfrom atruevaueisa
more appropriate measure. For example, a participant im-
mersedin avirtual battlespace could be asked to estimate the
direction of the source of enemy fire, or be asked to estimate
the number of enemy unitsinthe area. If signed (positive or
negative) theerror representshias (Ieft vs. right, up vs. down,
under vs. overestimation). In addition, a measure of error
magnitude can be computed by taking the absolute value of
individual responses or by computing ameasure of variabil-
ity (e.g., variance, standard deviation) from the set of re-
sponses. Here, the convention isto represent performancein
terms of error since accuracy is not so easily computed, but
conceptudly, accurate performance is represented by zero
bias, zero error, or zero variability.

There are severd types of multiple-data situations. In
same-measure situations multiple samples are taken of the
same score or estimate over the duration of a single trial.
There are two kinds of multiple-data, same-measure situa-
tion: univariate scores and univariate estimates. Univariate
scores are typically the sum of samples taken over atridl,
producing a single total number. Examples of univariate
scoresinclude number of mouse movements, number of but-
ton presses, or the number of targets hooked.

Typically, univariate scores do not have a valence or
sign—there can be only one direction of error. Therefore,
they are reported as raw amounts, athough they could be
compared to some optimal minimum or maximum criterion
valueif oneexists. Examplesof univariate estimatesinclude
amount of mouse movement during different components of
atrid. Each estimate istypicaly analyzed separately (since
it represents a different component of atria).

In different-measuressituations, multiple different scores
or estimates are collected during the tria . These can take the
formof multivariate scores, multivariate estimates, or amixed
combination. For example, in some multivariate-scores situ-
aionserrorsof commission (adding an unnecessary stepina
sequence of actions) are distinguished from errors of omis-
sion (leaving out astep in the sequence). Alternatively, inan
estimate of target position, a multivariate estimate would
consist of xandy co-ordinates
of the estimated location (or
alternatively, polar co-ordi-

Single Datum Multiple Data
(per trial) (per trial) nates could beused)
Same Measure Different Measures In contrast to a discrete
trial situation, performance
Score | Single score Univariate scores Multivariate scores  may be measured continu-

Estimate (L ocation,
Direction, M agnitude)

Mixed

Singleestimate  Univariate estimates ~ Multivariate estimates Ously over a specific time pe-

riod and then summary statis-
ticsfor thetrial generated. For
example, performance on a

Multivariate scores
and estimates
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manual tracking task may be assessed by taking root-mean
sguare (RMS) error (e.g., deviation of cursor from atracked
target). In someways, thisisliketheunivariate estimate situ-
ation for discrete trias, but the differenceisthat in the con-
tinuous situation, data are being continuoudy collected over
theinterva, rather than only once during the trial.

RMS error can be decomposed into two components,
constant and variable error, which is analogous to the dis-
tinction made above between biasand error (technically, con-
stant and variable error can be measured from estimate data
obtained from discrete trias, but they are most often com-
puted in the continuous context). More formally, the rela
tionship between RM S error and constant and variable error
can be expressed by:

RMS=vo2+ 2
where o 2 represents variable error (error variance, a meas-
ure of thedispersion of adistribution) and 2 represents con-
stant error (bias, a measure of the location of adistribution,
or its mean).

Continuous measurement of error also allows usto dis-
tinguish between position and vel ocity error illustrated in Fig
8.1. An observer contralling the depth of aremote submers-
ible may keep the depth close to some optimal path, but con-
stantly change the depth in order to achieve that end (the left
part of the figure), or dlow greater deviation from the opti-
mal path with fewer changesin depth (The right part of the
figure). Intheformer case, position error islow and velocity
error high; in the latter, the reverseistrue.

¥

Figure 8.1. Left: High Velocity and Low Position Error.
Right: High Position and Low Velocity Error.

Further discussion of these pointscan befound in Poulton
(1974) and Wickens and Hollands (2000).

8.2.1.2 Sgnal detection measures.

Inadiscretetria situation where aparticipant’sresponse
can be classified as correct or incorrect, a signal detection
analysis can be conducted. While a complete description of
signa detection theory (SDT) is beyond the scope of this
chapter (see Macmillan & Creelman, 1991 for a relatively
current, detailed trestment); we simply note here that SDT
provides a method for separating an observer’s perceptua
sendgitivity (or the sensitivity possible for agiven set of con-
ditions) from an observer’s willingness or response bias to
report asignal. That is, an observer or set of observers may
be unwilling to classify a stimulus as a signa ("conserva
tive"), or very willing to classify it as such ("liberal™).

Consider the 2 x 2 matrix shown in Table 8.2. When a
signdl is presented, the participant can either detect and say
"yes' (hit) or fail to detect and say "no" (miss). When asig-
nal is not presented, the participant can either say that no
signal waspresented (correct rejection) or say incorrectly that

Table 8.2. Classification of responses in signal detection
theory.
Signal Presented =~ Yes No

"Yes' Hit FalseAlarm
"No" | Miss Correct Rejection

Response

asigna waspresented (falseaarm). (falsealarmsand misses
areandogousto errorsof commission and omission, respec-
tively).

Parametric measures of sensitivity (d') and response bias
(B) can be computed from pairsof hit and falsealarm values
(correct rejection and missdataare determined by the values
of hit and false larms and are therefore redundant). Non-
parametric measures are also available.

The separation of sensitivity from response bias is an
important onein many command visualisation contexts. For
example, it is important to distinguish between a situation
where Display Configuration A makes observers less sensi-
tive to changes on the battlefield than Configuration B, ver-
sus a situation where Configuration A encourages a more
liberal response criterion with respect to the presence of en-
emy forces. Theimplicationsfor design and implementation
are clearly different.

Theresultsof signal detection experimentsare often plot-
tedin graphical form to create aReceiver Operating Charac-
teristic (ROC) such as is shown in Figure 8.2. In an ROC
space, P(Hit) is plotted on the abscissa; P(False Alarm) is
plotted on the ordinate. A pair of P(Hit) and P(False Alarm)
values can then be placed in the space. Performanceis best
inthe upper left corner of this space, and poorest (at chance)
near the positive diagonal. The three dots shown in Figure
8.2 represent performances with the same sengitivity but dif-
ferent biases. A point in the lower |eft corner of the space
represents conservative responding (unwillingness to say
there was asignal); apoint on the upper right representslib-
eral responding.

The ROC space is an effective visual representation of
error in the discrete trid context, providing a spatial "pic-
ture" of sendtivity and response bias. For example, provid-
ing awarning aert for aparticular problem (e.g., by placing
ared flashing icon on a visud display) may shift response
biasto be more liberal, but if the warning is not particularly
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accurate, it may not improve the operator’s (or the system’s)
sendgitivity (see Sorkin & Woods, 1985, for a discussion of
this point).

8.2.1.3 Information theory measures.

It is sometimes useful to express an observer’s perform-
ancein information theory terms. One can conceptudizethe
human organism as an information transmitter, such that
stimulus information presented to the human is interpreted
and further transmitted by the human’s response. Informa-
tion isrepresented as hits, such that a correct response when
there are two response dternatives would be coded as a 1
and anincorrect responseasa 0. Thetechniquecan easily be
extended to situationswhen there are more response aterna
tives. Thetechniqueis especially appropriatefor usein clas-
sification tasks, as might occur in inspection where an ob-
server attempts to classify a set of weapons as OK or dam-
aged. The advantage to this approach is that it provides a
single performance measurethat isgenerdizable acrosstasks
where the number of response aternatives varies. Informa-
tion theory measures can aso be obtained from continuous
trid stuations such as tracking (see Wickens, 1992, for a
description).
8.2.1.4 Amount achieved/accomplished.

In some situations, perfect performance cannot be de-
fined. Instead, the intent isto determine the amount of work
that can be done in a given amount of time. For example,
how far can troops advance into enemy territory in a day?
Using this measure, more is better, but accuracy and there-
fore error are not assessed.

It issometimes possibleto define acriterion level of per-
formance, and then define the amount achieved in terms of
that criterion. (Inthetraining context, thisisoften referred to
astrials-to-criterion). The criterion istypically defined sub-
jectively, however, and does not represent perfect or opti-
mum performance.

8.2.1.5 Response time.

In situations where atask is performed accurately (and
therefore, accuracy or error measures vary little), response
time (RT, sometimes called reaction time) is often measured.
Shorter response times imply better performance, although
to draw this conclusion the researcher must ensure that a
speed-accuracy tradeoff has not taken place, such that faster
performanceiscorrelated with greater error (Pachella, 1974).

In the command visualisation situation, atradeoff corre-
spondsto adisplay arrangement leading to greater likelihood
of a"fast guess' response, decreasing response time but in-
creasing the probability of error. Accuracy can be plotted as
afunction of RT to create a speed-accuracy operating char-
acteristic (SAOC; Wickens& Hollands, 2000). Inthe SAOC
space shown in Figure 8.3, accuracy is represented as log
[P(correct)/P(error)] to linearize the typically negatively ac-
celerating rel ationship between accuracy and RT (Pew, 1969).
This helps the researcher visuaise the relation between the
two variablesin a particular experimental context.
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For example, using a mouse to hook targets may take
lesstimethan atrackball, but result in greater error. Perform-
ance using the mouse would be represented by apointinthe
lower left of the SAOC; performance using the trackball
would place us on the upper right. The decision asto which
input device to use would be based on the relative impor-
tance of speed and accuracy in the operational context. Like
the ROC space, but using different performancedimensions,
the SAOC space provides avisua tool for depicting the na-
ture of human performance.

In many contexts, however, shorter response times are
associated with smaller or fewer errors (or RT varies with
little change in error), and it is clear in what circumstances
better performance occurs. Collection of RT data thus helps
to confirm (or deny) a pattern of results seen in accuracy
and/or sengitivity measures. In somecases, efficiency metrics
(where accuracy is divided by RT) are useful. Thisis espe-
cialy true when information theory measures are used, pro-
ducing efficiency measuressuch ashitsper second. Onemight
imagine the classification performance of a radar operator
being rated by such a metric (assuming the objects being
classified are later known).

Signal detection measures (d' and 3 ) can aso be com-
bined with RT. d/RT givesan indication of sensitivity versus
time (large values indicate good performance, small vaues
indicate poorer performance), and 3 /(RT) gives an indica
tion of responsebias (conservativevs. liberal) versustime. A
large value indicates conservative, low responding; asmall
value indicates libera, fast responding. Although not con-
ventionally done, abiasoperating characteristic (BOC) would
pit B against RT (speed) sothat aposition onthelower left of
the BOC spacewould indicatefast, libera responding, and a
position on the upper right would indicate slow, conserva
tive responding. Thisisillustrated in Figure 8.4. The BOC
space may serve as a useful visudisation tool in the com-
mand and control context, where the difference betweeen
these two strategies—and when they should be used—can
determine the success of amission.

Two specific methods of measuring RTs deserve spe-
cific mention. The PRP (psychological refractory period)
paradigminvolvesthe presentation of two stimuli sequenced
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over time, each of which demands a response (Kantowitz,
1974; Pashler, 1994, 1998). The presentation of the two
stimuli is typically separated by a short interval, referred to
as the inter-gtimulus interval (1S1). RT for response to the
second stimulus (RT2) usually servesasthe dependent meas-
ure. Performance degrades (i.e., RT2 increases) intwo situa
tions: 1) When the ISl is shortened; 2) when the response
difficulty of the second task is increased. Performance deg-
radation therefore indicates a processing bottleneck.

Thisprocessing bottleneck islikely to play arolein com-
mand and control judgment and decision making. If incom-
ing information to a visualisation system can be monitored,
the PRP paradigm can therefore be used to optimize ISl val-
ues o that the processing of information in support of one
task (e.g., trandating strategic command orders into opera-
tional logistics) doesnot affect performanceon asecond (e.g.,
interpreting update information on a geographic map).
Wickens & Hollands (2000, ch.9) discuss factors affecting
performanceintherelated serial RT situation where aseries
of stimuli are rapidly processed in sequence.

The second method isreferred to as the additive factors
technique (Sternberg, 1969; Pachella, 1975). Thistechnique
alowstheinvestigator to distinguish among different infor-
mation processing stages. In the additive factors technique,
two independent (causal) variables are factorially manipu-
lated (e.g., the perceptua salience of atarget and theresponse
method). If thetwo influence acommon stage of processing,
their effects on RT interact. In contrast, if the two variables
affect different information processing stages, they have ad-
ditive effects. Thisisuseful intwo ways: 1) an existing body
of research results can be summarized, providing a useful
corpusof knowledge describing variousinformation process-
ing stages and what factors affect them (see Wickens &
Hollands, 2000, ch. 9); 2) the investigator can run astudy in
the domain of interest to determine the effects of changing
different display parameters on processing stages.

Finally, some sophisticated RT techniques (e.g., Luce,
1986; Ratcliff & Rouder, 1998) aim to try and represent dy-
namic sequences of mental activity using quantitative mod-
els. These may have some limited utility for modeling the
command visualisation context.

8.2.1.6 Dual task methods—POC.

In many real-world situations, oneisinterested in the &f-
fect thedifficulty of onetask hason another task that isbeing
performed simultaneoudly. Thus, for example, how does
monitoring auditory information presented on aradio chan-
nel interfere with the processing of visua displays showing
loca terrain at the command post? How does preparing a
weapon system interferewith comprehension of mission plan
information? If one has participants perform multiple tasks
and requires the participants to allocate their attentional re-
sources to the tasks in varying amounts (e.g., 20/80; 50/50;
80/20) one can then plot the performance on each task onthe
axes of agraph, with aseparate point for each condition. The
resulting graphiscalled aperformance operating character-
igtic, or POC (Norman & Bobrow, 1975; Wickens, 1992),
shown in Figure 8.5.

The POC has four important characteristics (Wickens,
1992). First, if singletask performanceismeasureditisplot-
ted on the axes of the graph (see Figure 8.5). A hypothetical
intersection called P is sometimes plotted by drawing hori-
zontal and vertical lines, as shown in Figure 8.5. The point
represents perfect time sharing.

If the POC curveis extended to meet the axes, there may
be a difference between single-task performance and where
the curve meets the axis. Typicaly single-task performance
isbetter; thedifferenceiscalled the cost of concurrence. Sec-
ond, the time-sharing efficiency of the two tasks is repre-
sented by the distance from the origin to the POC: thefarther
the POC isfromtheorigin, the better thetimesharing. Third,
thelinearity, or smoothness of the POC function represents
the extent of resources shared across tasks. A box-like POC
indicates that the two tasks draw on separate resources
(changes in resource alocation between tasks improve or
degrade performance on onetask without affecting the other).
A curved POC indicates that the two tasks draw on some of
thesameresources. Finally, allocation bias of agiven condi-
tion (e.g., 20/80) isrepresented by the distance of its point to
one axis versus the other. A point on the positive diagonal
may indicate an equal allocation of resources (although see
Kantowitz & Weldon, 1985; and Wickens & Yeh, 1985 for
discussion of this point).
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In sum, like the ROC and SAOC, The POC representsa
"picture” or visua representation of performance, inthiscase,
how attentional resourcestrade off between two tasks. Meas-
urement on each individua task is done using one of the
methods described above. Transformation to standard scores
may be useful (Wickens & Yeh, 1985).

8.2.1.7 Protocol analysis.

Protocol analysis involves collecting a person’s spoken
description of hisher mental activity while performing atask,
and analyzing the verbal (sometimes non-verbal) informa
tion. It can also describe the analysis of communication be-
tween two or more people, such as between members of an
aircrew.

The technique is most informative when combined with
other measures. For example Endd ey (1996) reports astudy
by Mosier and Chidester (1991) indicating that crews with
high situation awareness communicated with each other less
frequently. Here, the results of a protocol analysis provide
someinsight into the SA concept. The use of question probes
is a related technique that can be used for knowledge
dicitation during task analysis (Gordon & Gill, 1992). Here
people are given specific smple questions about their job
activities (e.g., describe aproblem in your job). Knowledge
dicitation techniques typicaly differ from strict protocol
analysisin that the questions are asked after the fact; that is,
not during task performance.

Oncetheverbal protocol hasbeen recorded/collected, the
next step is to prepare the protocol for analysis. Bainbridge
and Sanderson (1995) list the following steps: identifying a
general protocol structure; segmenting the material into
phrases, inferring a structure of mental activities; applying a
formal descriptive language; and sometimes, inferring what
is not spoken. Without going into detail here (the interested
reader can consult Bainbridge & Sanderson) wesimply note
that the sequence involves breaking the protocol down into
component stagesand units, and then later inferring the struc-
ture of the protocol by combining phrases back into groups
(often called categories), by approaches such as identifying
pronomial referents.

Further techniques include content analysis (involves
counting words or encoded categories) and sequential analy-
Sis (examining the co-occurrence of words or categories).
Sequential analysis (Gottman & Roy, 1990) includes statisti-
cal techniquessuch asMarkov anaysis, which findsthe prob-
ability of transition from one item to another, and lag analy-
sis, which finds dependencies between events separated by
intermediate steps. Recently, software tools such as
MacSHAPA (Sanderson et al ., 1994) have become available.
These systems provide integrated systems for verbal proto-
col analysis.

Given its subjective nature, the protocol analysis tech-
nique is not without controversy. Nisbett and Wilson (1977)
have pointed out that verbal reports of mental processes are
subject to numerous biases, and may better reflect implicit
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causal theories rather than the processes per se. However,
verbal reports appear good for reporting domain informa-
tion, or the contents of working memory (Bainbridge& Sand-
erson, 1995). Put another way, the products of mental process-
ing do appear amenable to protocol analysis; using protocol
analysis to investigate the mental processing itself is more
problematic. Bainbridge and Sanderson also speculate that
that reported information in work settings tends to be more
accurate than that in more general situations.

Although the interpretation of a protocol is necessarily
subjective, the datathemselves are objective behavior. Inthe
next section, measures in which participants evaluate their
own mental state are described.

8.2.2 Subjective M easures
8.2.2.1 Mental workload.

Mental workload represents an attempt to operationaize
the difficulty of atask or atask situation in terms of its de-
mand for mental (i.e., attentional) resources. It is typicaly
measured using subjective scales such as the NASA Task
Load Index (NASA-TLX; Hart & Staveland, 1988) or the
Subjective Workload Assessment Technique (SWAT; Reid
& Nygren, 1988). Subjective measures have the advantage
that they do not interfere with task performance (since they
aretypically completed after the task is completed) and the
workload score is relatively easy to derive. They have the
disadvantagethat they really measure an operator’smemory
for the difficulty of atask, rather than difficulty asitisexpe-
rienced, which may lead to increased error or bias in esti-
mates.

Mental workload can also be measured using secondary
tasks. Here the difficulty of a secondary task isvaried while
primary task performanceis measured (although seeWickens
& Hoallands, 2000, for variants). Selection of an appropriate
secondary task is key; an appropriate task draws upon simi-
lar attentional resources (Wickens, 1984). An advantage of
the secondary task techniqueisthat it is performance based,
and that is ultimately what the researcher isinterested in. A
disadvantage is that it can be obtrusive for measurement in
real-world contexts. Using an innovative mathematical axiom
approach, Colleand Reid (1997, 1999) describe atechnique
where two workload levels said to be equivaent if they &f-
fect performance on athird task the same amount.

A third method for measuring workload is to use physi-
ologica methods, including heart-rate variability, pupil di-
ameter, and the pattern of visua scanning. These typically
allow continuous datacollection, which provideabetter sense
of moment-to-moment changes in workload, and are typi-
cally not obtrusive (at least in the sense of interference with
the task). However, physiological measures are affected by
other variables (e.g., arousal) and are therefore not particu-
larly diagnostic (Wickens & Hollands, 2000).

Strictly speaking, mental workload (and situation aware-
ness, to be discussed in the next section) are indirect meas-
ures of performance when measured subjectively or physi-
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ologicaly. That is, changes in workload or awareness may
lead to performance changes, but do not necessarily do so. It
isimportant to remember that such concepts have utility, but
ultimately, if it is performance that we are interested in, it is
performance that we must measure (a point stressed by
MacL eod, Bowden, Bevan, & Curson, 1997). Nonetheless,
therearesituationswhere performanceisat ceiling or at floor
(and therefore doesnot vary) but measures of subjective state
do. In these situations, subjective state measures are useful.
For example, they may indicateif an observer has spare''ca
pacity" to perform a new task in addition to normal duties.
Further discussion of mental workload and its measurement
can be found in Wickens and Hollands (2000).

8.2.2.2 Stuation awareness.

In recent years there has been increased interest in the
concept of situation awareness or SA (Enddey, 1996). SA
can be defined as"the perception of the elementsin the envi-
ronment, the comprehension of their meaning and the pro-
jection of their statusin the near future”" (Endsley, 1988a, p.
97). In short, SA isamental modd of the current state of a
dynamic environment. Enddey emphasizesthat SA isastate,
rather than a process; different processes may be used to
achieve the same knowledge state. The relation between SA
and performance is somewhat indirect. Lack of SA about
one's opponent may not be a problem if the opponent aso
haspoor SA. The concept of situation awarenessissimilar to
the concept of visualisation as represented by the 1ST-05
model. Both concepts involve a dynamic control loop, and
both acknowl edge theimportance of therelationship between
incoming information and prior knowledge. Note that the
goal of visualisation in acommand context is essentialy to
provide SA to the operator. Hence measures of SA could serve
as useful tools for the measurement of visuaisation.

Although many techniques have used to assess SA (in-
cluding performance measures, various subjectivetechniques,
and verba protocols; see Enddey, 1996), two techniques
appear preferable. The first (simulation halt) involves halt-
ing asimulation by removing information from system dis-
plays, and having observers answer questions about their
perception of the situation. These perceptions can then be
compared to the real situation based on simulation data
(Endsley, 1996). The advantage to this technique according
to Enddey, isthat it provides an objective, unbiased assess-
ment of SA. Studies using the smulation halt techniquein-
clude: Marshak, Kuperman, Ramsey, & Wilson (1987) who
evaluated map displays; Fracker (1990) who examined the
identification and location of military aircraft targets; and
Mogford & Tandey (1991) who investigated aircraft loca
tionin air traffic control.

The second preferred method for measuring SA isasub-
jective method called Situation Awareness Global Assess
ment Technique (SAGAT; Endd ey, 1988b). SAGAT includes
queries about perception of data, comprehension of mean-
ing, and projection of the system’s state in the near future.
However, to use SAGAT one needsto conduct aprior analy-

sisof SA requirements (to obtain relevant domain-specific
information). Analyses have been conducted for some do-
mains similar to command visualisation, such as nuclear
power plant control rooms (Hogg, Torralba, & Volden, 1993)
and air-traffic control (Enddey & Rodgers, 1994). Any sub-
jective method using a questionnaire format has the addi-
tiona problem that the measure is being collected after the
fact, and so incorporates increased bias or error due to
memory. However, when subjective data from SAGAT are
collected using thes mulation halt technique described above,
the problem appears to be aleviated (see Enddey, 1995).

8.2.2.3 Relationship between mental workload and SA.

Enddey (1996) and Vidulich (2000) have examined the
relationship between mental workload and situation aware-
ness. Enddey visuaisestherel ationship asatwo-dimensional
space as represented in Figure 8.6. When SA and workload
are both low, the observer haslittle idea of what isgoing on
and is not actively working to find out. When SA and work-
load are both high, the person isworking hard but is achiev-
ing an accurate picture of the situation. When SA islow and
workload is high, there tends to be overload—the task de-
mand is too great, and the operator tendsto attend to only a
subset of the required information (cognitive tunnding). Fi-
nally, when SA ishigh and workload islow, we have achieved
an idea date. Effective visualisation tools should help the
observer achievethis state.

Inaninforma summary of studies examining the work-
|oad-SA relationship, Vidulich (2000) distinguished between
two display design situations aimed to improve SA. In one,
new information is added to a display. In the other, existing
information isreformatted to be moretask relevant. Vidulich
argued that the effect of adding new information is difficult
to predict. Adding new information to increase SA may in-
creaseworkload, but aternatively the new information could
alow a change of strategy that would reduce workload. In
the studies he examined, there was in fact little relationship
between the two measureswhen adding new information. In
contrast, Vidulich argued that with reformatted information

High IMax Capacity
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Low | Vigilance Overload
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Figure 8.6. Hypothetical relationship between mental
workload and situation awareness (Endsley, 1996).




workload will decrease with increased SA, because thereis
no additiona information to be processed and thereformatting
isintended to reducethe processing demand. Indeed, hefound
that mental workload tended to decrease with increases in
SA when aready displayed information was reformatted.

Hendy (1995) incorporated both SA and mental work-
load into ageneral model of human information processing
using a PCT framework. He argues that SA isrelated to the
reference signal in PCT, whereas mental workload is deter-
mined by time pressure, which is affected by the rate of in-
formation throughput in the PCT loop. Thus, workload,
through time pressure, will affect performance. The time-
domain behavior of the PCT loop is affected by the opera-
tor's SA (i.e,, the nature of the reference signa will be &f-
fected by the operator’s situation awareness). He argues that
greater SA may increase workload in that greater processing
resources are necessary to maintain the higher-level loops
providing the reference signal with increased SA. In con-
trast, however, efficient processing can result from high SA
because it leads to strategies in which the amount of infor-
mation to be processed is reduced (prior knowledge used to
reduce the uncertainty of current situation), reducing work-
load and thereby improving performance.

Hendy (1995) suggeststhat animplication of hisapproach
for SA measurement isthat participants can beforced to make
a decision based on a general understanding of the current
state, through someintervention (e.g., failureof an automatic
system). SA will bereflected in thetimeliness and appropri-
ateness of the participant’s decision.

Clearly, the relation between mental workload and SA is
not straightforward. Nonetheless, the nature of the relation-
ship between SA and mental workload isrelevant for meas-
urement in the visualisation situation since effective visuali-
sation ismost likely to be related to high SA and low work-
load. Vidulich’s (2000) work hasimplicationsfor thedesign
of visualisation tools, since adding new information on adis-
play versusreformatting displayed information has different
implications on the SA-workload relationship. Hendy’s
(1995) work implies that the relation cannot be considered
without aso considering the time domain, and the resulting
time pressure the user faces.

8.2.2.4 Confidence and subjective probability judgments.

Sincejudgmentsare often based on an assessment of one's
own prior performance (e.g., acommander’sconfidenceina
judgment just made), confidencejudgmentsare of interestin
the command visualisation context. A person’s confidence
inthelikelihood of an event can be measured a priori using
estimates of the probability of an event (or the frequency at
which that event occurs) (a full-range task), by asking for
estimate of the probability that a prior judgment was correct
(ahalf-range task), or by asking for arating on afixed-point
scale (seebelow) (Harvey, 1994). Theterm “ confidencejudg-
ment” is often used when a person is rating his or her own
performance.
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Confidencejudgmentscan a so be used to generate points
on ROC space, where different levels of confidence are
sequentially classified as "signal" or "no signal" (see
Macmillan & Creelman, 1991; Wickens & Hollands, 2000).
They thereby represent a combined measure of sengitivity
and bias. Confidence judgments have historicaly been con-
sidered afundamental measure of human performance, along
with accuracy and RT (Baranski & Petrusic, 1998).

What isthe relationship between performance and confi-
dence? Generdly, accuracy and confidence are monotonically
related. In half-rangetasks (where estimated probability var-
iesfrom .5to0 1), overconfidenceistypically seen, especialy
whenthetask isdifficult (Baranski & Petrusic, 1998; Harvey,
1994, 1997). For very easy sets of items underconfidenceis
sometimes obtained, an effect referred to as the hard-easy
effect (Harvey, 1997). In full-range tasks (where estimated
probability variesfrom 0to 1), somedatashow general over-
confidence, and other datashown an over-under pattern, with
the pattern changing from underconfidenceto overconfidence
when accuracy is about .5. There is however, some debate
over the meaning of aprobability judgment, and so the cali-
bration of aprobability judgment with an objective probabil-
ity issomewhat problematic (Keren, 1991). Therelationship
between time to make a judgment (decision RT) and confi-
dence tends to be negatively monotonic (i.e., large RTs are
associated with guessing; small RTs are associated with cer-
tain judgments; see e.g., Baranski & Petrusic, 1998).
8.2.2.5 Rating scales and preference.

In the rating scale technique, the participant istypically
asked to indicate—by picking apoint on aline, by choosing
a letter or number, or by circling a response option—their
subjective opinion or belief about aparticular concept. If the
line is subdivided into categories marks placed within each
category are treated dike. The popularity of the rating scale
isprobably dueto the relative ease with which it can be con-
structed and administered (Pedhazur & Schmelkin, 1991). It
is important to be explicit to the participant about anchors,
categories, and concepts. It isimportant to name categories
explicitly rather than simply provide endpoint anchorswhen
themeaning of the scal eisnot straightforward. Provide defi-
nitions of terms when participants may not be familiar with
them.

Responses on several scores can be summed or averaged
if the scores measure the same criterion or aspects of the
same criterion. These are referred to as Likert-type scales
(Likert, 1932). Thefirst step isto generate an item pool, and
in doing so items should be constructed in favorable and
unfavorable form with respect to the concept in question.
Scoring of unfavorable items must be reversed when com-
puting atotal score. The next stepisto conduct anitem analy-
sis. Hereapool of itemsis administered to a screening sam-
ple, and items are selected that either (a) discriminate be-
tween people and/or situations where high and low scores
would be expected or (b) correlate well with other itemsin
the set (Pedhazur & Schmelkin, 1991).
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A smple sum or averaging to represent atotal score may
not be appropriate. If theitems can be weighted using some
a priori criteria (e.g., mission criticality), a weighted aver-
age may provide a solution. The use of a weighted average
will bediscussed later inthe"Integrative Strategies' section.

In the human factors literature, it is hot uncommon to
have participantssubjectively rateadisplay arrangement. This
is typically done using a Likert scale with severd levels.
Open-ended items can al so be used. These measures are usu-
ally taken in combination with more objective performance
measures, Since responses on such measures are not directly
linked to performance.

Another technique used to measure preference is to
present two stimuli and ask the respondent to indicate which
he or she prefers. One might, for example, compare display
arrangement 1 to arrangement 2. If thisisdone once per indi-
vidual, then averages can be computed. If the individud is
asked to state a preference for two or more stimuli multiple
times, or if there are multiple raters, then the data can be fit
using unidimensiona (folding) or multidimensional scaling
techniques (Coombs, 1950; Schiffman, Reynolds, & Young,
1981). These techniques plot each stimulus in a stimulus
space, whose dimensions may carry psychological meaning
that is useful in understanding the relationship among the
stimulus concepts. In thevisualisation context, thetechnique
might be useful for rating multiple display arrangements or
display components.

Physiological measures. Although physiological meas-
ures are often discussed as important to visualisation (e.g.,
Gross, 1991), very little measurement of physiological vari-
ables has been done in the visualisation context. Part of the
problemistheintrusive nature of physiological measurement.
Physiological measures have been used to assess mental
workload and situation awareness, however. Physiological
measures of mental workload were discussed earlier. Physi-
ologica measures (the e ectroencephal ograph, or EEG) have
been used to assess SA (eg., Stratton, Wilson & Crabtree,
1993), dthough they admit to problems of diagnogticity in
that EEG may bereflecting workload rather than SA. In gen-
eral, the diagnogticity of such measuresis suspect, although
if used in combination with other measures of workload and
SA theresults may beinformative.

8.2.2.6 Eye movements.

In contrast to other physiological measures, those meas-
uresdirectly related to vision (e.g., eye movements), appear
to havegreater diagnogticity for visualisation. Giventhelarge
improvements in eye movement measurement technology,
eye movement data have received intense interest in recent
yearsin the attention and reading literatures (e.g., Hoffman,
1998; Rayner, 1998). It isalso possible to redraw screenin-
formation based on an observer’s eye position, which may
provide benefitswhen bandwidth isanissue. In search tasks,
the number of saccades (quick movement of the eyes, about
250 msin duration) increases as the efficiency of the search
decreases; the length of afixation and the number of fixa

tionsasoincrease. Theassumptionisthat the perceptua span
(the size of the region examined per fixation) is larger with
more efficient search for a target (Williams, Reingold,
Moscovitch, & Behrmann, 1997; Zelinsky & Sheinberg,
1997).

Inadual-task context wherethe observer must shift from
one location to another using a saccade and also detect a
target which may or may not bein the samelocation thereis
aresourcetradeoff between thetwo tasks (K owler, Anderson,
Dosher, & Blaser, 1995). This can be represented in a POC
space, and indeed, the specid case of an eye movements/
detection latency POC has been referred to as an attentional
operating characteristic (AOC) (Hoffman, 1998; Kowler et
al., 1995).

In particular the Kowler et a. datashow acost of concur-
rence (performance on individual tasks better than in com-
bined), and that when emphasisis shifted from favoring the
saccade task to equal emphasis on both tasks, target detec-
tion improves with little increase in saccade latency. Thus,
some attention is useful for the saccade, but more does not
help. Thistype of performance relationship can be useful in
the command visualisation context: for example, a com-
mander may choosetoimprovetarget detection by increased
foveation on one display region without concern about its
effect on quick saccadic checksto another region.

8.2.3 Multiple Task Measures

Occasionally, one measures performance on two differ-
ent tasks, or uses different measures within the same task,
and finds performance dissociations. The tasks are typically
not performed at the same time, which distinguishes these
measures from dual task measures (see above). For exam-
ple, evidence for different long-term memory systems (e.g.,
implicit vs. explicit) is based on differences in performance
onexplicit recognition (Wastheword "TANKER" inthelist?)
versus that on an implicit task such as word-stem comple-
tion (Completethisword: TAN_ _ ). Using multiple meas-
uresin thevisualisation context may al so distinguish between
implicit and explicit aspects of performance. For example,
although observers may prefer System 1 to System 2, or be-
lieve their performance to be better on System 1 (an "ex-
plicit" measure), they perform better with System 2 than
System 1 (an"implicit" measure). Alternatively, object names
in one system may be more difficult to recall in a different
context (explicit measure), but performance using that sys-
tem'’s object names leads to better transfer in the different
context (implicit measure). The implication is that it isim-
portant to take both implicit and explicit measures when
evaluating visualisation systems.

In this section, we listed and described those perform-
ance measures most relevant to command visudisation. In
the process severa features became evident. Firgt, thereisa
need to take multiple measures of performance, both subjec-
tive and objective. Second, there is a need to portray
multivariate performance data in multidimensional form
(ROC, SAOC, BOC, and POC). Third, thereisaclear rla



tionship between situation awarenessand visualisationinthe
command context. The simulation halt technique appearsto
have particular utility for command visualisation. Inthe next
section, we discuss the relationship between measures and
judgment tasks.

8.3 Selection Criteria for Performance
M easur es

ANS (1993) notesmultiple selection criteriafor perform-
ance measures: these are listed in Table 8.3. Probably the
most important for present purposes are diagnogticity and
reliability. Diagnosticity refersto how well aparticular meas-
ure (e.g., RT) provides information about cause and effect.
For example, the time to complete a 10km race decides the
winner, but provideslittle information about why thewinner
won; A measure of distance covered might provide
diagnosticity of cause: thewinner ran ashorter distancethan
thelosers. Rdiability refersto how repeatable ameasureis.
If one measuresthe same behavior the same way, one should
obtain the same result. Of course, this often does not happen
when we measure human performance; nonetheless, the re-
liability of ameasureistypically better than chance (ANSI,
1993).

It is probably not useful to attempt to classify the vari-
ous performance measures described in the previous section
as to relative diagnogticity, reliability, etc. The problem is
that a particular measure's criteria varies with the measure-
ment context. For example, the diagnogticity of RT will de-
pend on our measurement goals. The reliability of accuracy
scores will depend on the task being performed. Nonethe-
less, once the task domain has been properly specified, it is
probably a worthwhile exercise for the researcher to con-
sider each measurein termsof the criterialisted in Table 8.3.

Another issue to be considered by the researcher is

Table 8.3. Criteria for Evaluation of Performance
Measures. From ANS (1993)
Criterion

Appropriate level of detail
Reliability

Vdidity

Sengitivity

Diagnosticity
Non-intrusiveness
Implementation requirements
Operator acceptance

10 Fairness

11 Accuracy

12 Simplicity

13 Timeliness

14 Objectivity

15 Quantitativeness

16 Cost

17 Flexibility

18 Utility
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whether the research question involves asking "What",
"How", or "Why" (Newsted, Salisbury, Todd, & Zmud, 1997).
Identifying that a relationship exists is a "What" question.
Heretypically measurement isguided more by intuition than
theory. For example, a designer who developed an innova-
tive new interface may have abelief that the interfaceis su-
perior, but havelittle explicit rationale for or interest in why
this should be the case. Hence, they wish to compare this
new interface to some benchmark. The designer istherefore
less interested in diagnostic measures, and more interested
in reliable measures whose evaluative interpretation is un-
likely to be questioned (e.g., number of targetshit). Sincethe
researcher is not particularly interested in the psychological
processes that occur during task performance, the measure
can often be taken at or after task completion (an outcome
measure, Newsted et a, 1997).

"How" and "Why" questions on the other hand, attempt
toidentify causdl relationshipsand gainimproved understand-
ing of the psychological processesinvolved inthetask. Here,
diagnosticity is clearly of interest. Sometimes moderating
variables are manipulated in order to better understand the
relationship between independent and dependent variables.
Theintent isless to demonstrate which interface is superior
and rather to determine what characteristics of a particular
interface make it superior. These measuresare often referred
to as process measures, since the researcher isinterested in
the psychologica processing during task performance, and
ensuresthat data collection occurs at the time the task is be-
ing performed.

When one considers the measurement of variables that
provide insight into underlying psychological processing
(process variables), and the research participant is perform-
ing atask using an interactive system, it seems most appro-
priateto consider measurement of the entire systeminacon-
trol theory sense. Thisiseasiest in a continuous control task
such astracking or driving. However, itis<till possibleto do
so in more discrete tasks, such as might occur in command
and control, if the goas of the task are well defined.

Unfortunately, most human factors research till meas-
ures behavior in the discretetrial context, where behavior is
broken down into discrete sections, and thereislittleinterest
in comparing obtained to desired performance. Thisis true
despite the fact that most behavior in the real-world is goa
directed and involves reducing error to achieve some goal.
Continuous measurement of behavior in such situations is
necessary to really achieve aworking understanding of peo-
ple performing atask. Thisisno lesstruein thevisualisation
context than elsewhere. Thus, it is argued here that the ex-
perimental task and its measurement should be chosen so as
to dlow measurement of continous goal-directed behavior,
to the extent possible.

The Ecologicd Interface Design approach offers some
insight into the selection of tasks and variables. EID propo-
nentsarguethat the choice of variables should be determined
by measuring those physica variables related to action. In
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traditional experiments with human participants, the infor-
mation presented to the observer is manipulated and the hu-
man'’s response observed.

In an EID approach the experimenter manipulates goals,
system dynamics, or disturbances (Flach & Warren, 1995).
Goals can be manipulated explicitly in terms of instructions
or implicitly interms of consequencesfor actionin the envi-
ronment (a boulder placed in avehicle's path). Rather than
considering the observer’s behavior as an end in itsdlf, one
should consider how the behavior affectsthe observer’sworld.
Thus, apilot might be asked to maintain an aircraft at a par-
ticular altitude, and the experimenter would measure how
the pilot makesthe world look (Flach & Warren, 1995). The
same arguments would apply to PCT and LPT frameworks,
giventheir emphasison measurement of aperformanceloop.

In the command context, scenarios can be devel oped
where optimal performance levels at different times can be
defined. Observed performancein the scenario can be meas-
ured against the criteria. If we define our variablesin terms
of action in thisway it provides afunctional, objective met-
ric for measurement. Traditionad measures were based on
action: an acrewasdefined intermsof aday’splowing. Simi-
lar concepts can be applied to current physical systems:. Fol-
lowing distance can be measured in car lengths, atitude can
be measured in eye height. Our description of the environ-
ment is therefore now observer related, rather than smply a
description of the physical world. Similar concepts should
be amenable to command and contral.

The distinction between objective and subjective meas-
ures should aso be discussed. While it is clearly important
to obtain subjective measures, such as attitudinal measures
towards asystem or its lements, oneis primarily interested
in whether or not visualisation systems are in fact effective.

Thus, itisimportant that suitable measures of actual per-
formance—such as error and RT—are obtained. Similar ar-
guments have been made by Macleod et a. (1997). We are
aso interested in estimates of subjective state while the task
is being performed—such as menta workload and situation
awareness, because such measuresgive an indication of cog-
nitive load, or how "busy" the operator is. This gives the
researcher some understanding of how well the operator could
perform other tasks simultaneously.

In order to select appropriate measuresfor visualisation,
a clear understanding of the kind of visualisation process
desired is necessary. Put another way, the selection of par-
ticular performance measures will depend on the nature of
thevisualisation task. Earlier, wedistinguished between four
modes of perception (tasks) relevant to visualisation systems.
L et usconsider each modewith respect to performance meas-
urement.

Effective monitoring involves proper selection of vari-
ablesof interest; effective control involves effective manipu-
lation of the variable(s). Thus, monitoring performance is
best measured by comparing monitored variablestovariables

that are necessary for monitoring. For example, monitoring
might be measured by obtaining alist of monitored variables
from an observer using the smulation halt technique; this
list could then be scored againgt the necessary variableslist.
The problem in some command contextsis determining the
list of necessary variables, and subjective reports of moni-
tored variables may not be valid.

Alternatively, periodicaly asking the observer to state
the leve of avariable (supervisory sampling; Moray, 1981,
1986) can be used to indicate which of the variables are be-
ing monitored, and thereby indicate monitoring quality. For
example, an observer might be asked to state the number of
battalionsin a phasector. An observer should attend to those
variablesthat change most frequently; however, peopletend
to monitor the less-frequently changing channels more than
they should, and the more-frequently changing channelsless
than they should, an example of a phenomenon known as
duggish beta (betain the signa detection sense; see above).

High-stress situations also tend to produce cognitive
tunneling where a few variables of current interest are
oversampled and others are ignored. Thus monitoring per-
formance will degrade in these situations. Interference ef-
fects on monitoring can be examined by varying the diffi-
culty of a secondary task. Workload measures also might
prove fruitful in giving a sense of the perceived effort in
monitoring.

Theé€ffectivenessof controllingistypically fairly straight-
forward to measure. In a continuous control situation (e.g.,
controlling a remote vehicle), controlling performance can
be assessed by comparing performance to someoptimal path.
RMS error (and its component measures) can be computed.
Analogoudly, in a situation where continuous variables are
being controlled by discrete commands (e.g., commands to
move troops, commands to maneuver ship) RMS error can
again be measured if an optimal path can be defined. If no
optimal path exists, timeto bring thelevel of avariabletothe
desired state can be measured. Measures of position
(univariate or multivariate "estimates") can aso be obtained
and compared to optimal valuesto obtain bias or error meas-
ures. If the desired state cannot be defined in terms of aspe-
cific location, amount achieved/accomplished may provide
asuitable measure.

Performance measurement for alerting isaso relatively
straightforward. The problem in this caseis essentialy one
of discriminating asigna from background noise, and there-
fore a signa detection approach is fruitful (see Sorkin &
Woods, 1985). Sensitivity to a derting signal can be esti-
mated, and isolated from the effects of response bias. Hu-
man performance in different alerting conditions (e.g., dif-
ferent display arrangements, different types of dert) can be
compared using these measures. ROC spaces can be con-
structed to graphically represent performance. If theresponse
is discrete, and if the time of dert and time of response is
known, RT measures can be obtained, and a SOAC space
derived. Dual-task measures may be useful to smulate the



situation where another task is being performed when the
alert occurs.

In addition, it is important to consider both the human
operator and the alerting system. Sorkin and Woods (1985)
distinguished between the sensitivity and bias of an darm
system and its associated human operator. In particular, they
note that optimizing the human-plus-alarm system yields
settings for the alarm criterion different from that obtained
when the alarm system is considered aone. This is espe-
cialy true when the human is busy with other tasks (Sorkin,
1988). Mental workload measures may give an indication of
themental effort involved in the other tasks and may predict
sengitivity to an dert.

Searching can aso be envisaged as a signal detection
problem, although the object of the user’s search may have
to be defined afterwards (e.g., during debriefing). Human
search performance using different display arrangementscan
be compared using SDT measures. Whenthesearch target is
availableonadisplay screen, thereisavery largevisual search
literature (e.g., Wolfe, 1998) that primarily usesRT asameas
ure. The efficiency of search can be assessed by varying the
number of distractors on screen (set size) and plotting RT as
afunction of set sizefor target present and target absent trials
to obtain search dopefunctions. In seria search, the expected
ratio of target absent to target present dopesis 2:1. Slopes
areessentialy flat whenthe searchispardle (or if the serid
search is sufficiently quick, see Wolfe, 1998 for a discus-
sion). Texton objects (typicaly, targets defined dlong asin-
gle unique dimension) can "pop out" of the array and be sa-
lient. Such objects therefore produce highly efficient ("par-
ald") search. Some dimensionsthat allow pop out arelisted
in Chapter 2 of this document. Eye movement datacan also
be useful in understanding visual search (see Rayner, 1998).

In the visualisation context, visua search for atarget on
asingledisplay can be measured using this RT paradigm. It
is generdly desirable to measure accuracy as well to check
for speed/accuracy tradeoffs. Indeed in some situations, such
aswhen thetarget is not particularly salient, or if thetask is
time-constrained (speeded), accuracy becomes a more sen-
sitive measure of performance. Signal detection measures
can aso be computed from the accuracy data, thereby distin-
guishing between an observer’s sensitivity to the search tar-
get, and hisher predispositionto say that atarget was present.
Whenthetarget isspatially cued, asignal detection approach
can also be used to distingui sh between sensitivity to atarget
a various spatia locations and bias to say the target was
present versus absent at the different locations.

When search takes place across a sequence of displays
(e.g., asduring aWeb search), thelength of the search canbe
estimated by counting the number of screens visited, or by
measuring thetimetaken to find the search target. Herelength
of search and timetakentend to be positively correlated (e.g.,
Hollands & Merikle, 1987). If on some trials the target is
found and on someit is not, accuracy scores can be obtained
and SDT measures computed.
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Thelast mode, exploring ismuch moredifficult to mess-
ure. The problem isthat it is difficult to establish an optimal
amount of exploring to which human performance can be
compared. A measure of amount of exploring achieved/ac-
complished can betaken but eventhenitisdifficult to distin-
guish exploring from searching. Measures of total screens
viewed may be useful. Number of screens viewed can be
compared to the total number of screens (in a limited do-
main) and expressed as a proportion or percentage. To some
extent measures of SA might give an indication of whether
aninformation space had been thoroughly explored (if it had,
better SA should result). Finaly, searching and exploring may
be particul ar affected by the grouping of elementsinan array
dueto texture. Thisis described in Chapter 2.

8.4 The Utility of Taxonomy for M eas-
urement

8.4.1 Layered Protocols
(Section by M.M. Taylor)

The Layered Protocol approach, and in particular the
"General Protocol Grammar" (GPG, see Chapter 5), provides
aframework for evaluating the interface through which the
user interacts with the dataspace through the data manipula
tion engines, presentation systems and input-output devices.
If theinteraction is easy and effective, theinteractions at the
lower levels will seldom use the GPG protocols associated
with "Problem™, but will use"Normal Feedback" almost ex-
clusively. Furthermore, the easier and moretrusted the inter-
action, themore oftenwill theinstantiation of "Normal Feed-
back" be neutral or null. The effectiveness of any particular
lower-level interaction may therefore be evaluated not only
by determining how rapidly and accurately the messages at
that level are communicated, but also by analyzing the pat-
tern of usage of the different GPG arcs and instantiations.

At higher levels, when the user is interacting with the
presentation systems to alter the way in which the selected
dataare viewed, or with the dataspace to develop a Situation
appreciation, it isprobablethat any single messageisevolved
through the interaction rather than being passed in an initial
move. The user beginstransmitting the message with aview
to completing it by means of multiple passes through the
"Edit-Accept” loop. Furthermore, since at these levels the
user may not at first know exactly what data and what pres-
entation will bring about a satisfactory situation apprecia-
tion, measuresof the effectivenessof theinteraction are harder
to construct. A long drawn out i nteraction may occur because
the question the user is asking of the dataspace isinherently
hard, or it may be because the presentation that would make
the problem easy ishard to construct, or becausethe interac-
tion methods makeit hard for the user to devel op the presen-
tation that he or she knowswould be useful. If thevisuaisa-
tion system isto be improved, the evaluator must be able to
distinguish among such different possible sources of diffi-

culty.
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8.4.2 Matching Data and Display types

Chapter 3 describestaxonomiesof dataand display types,
aswdll asaskeleton taxonomy of presentation types. Differ-
ent kinds of presentation are appropriate for different data
types, aswell asfor different user tasks.

8.43 RM-Vis

Recently, Vernik (2000) has devel oped a taxonomy for
describing visualisation systems called RM-Vis. RM-Visisa
framework for the development of visualisation reference
model s that focuses on the application of visuaisation solu-
tions within particular domain contexts. RM-Vis classifies
visualisation applicationsin athree-dimensiona space, with
the dimensions of domain context, visualisation approach,
and descriptive aspects.

“Domain context” answersquestions of who, where, and
why: For example, is the visudlisation tool designed to de-
pict force depl oyment, improve situation awvareness, develop
capability, or improve logigtics or planning?

“Visualisation approach” answers the question of how:
herethe specific technological characteristics of the applica
tion are listed. So for example, characteristics for visudisa-
tion approach include: the visual representation (techniques
for transforming datainto visua form); enhancement (tech-
niques used to enhance the effectiveness of visua informa:
tion); interaction (techniques that allow a user to customize
or tailor visual information); and deployment (features that
can reduce the cost of asystem, improving its cost effective-
ness).

Finaly, “descriptive aspects’ answers the question of
what: specifically, what information is being maintained in
the database (e.g., information about people, assets, geogra-
phy, environment, process, or some combination).

RM-Vismay serveasauseful meansfor classifying visu-
disation tools. Earlier in this document, the relationship be-
tween data types and display formats was discussed. RM-
Vismay also serve asameansto indicateif, for aparticular
visualisation tool, specific datatypes best map to visual rep-
resentations. In addition, the taxonomy reflects the impor-
tance of task domain in visualisation.

If RM-Vis provided alist of performance measuresrel-
evant to particular task domains (domain contexts) thismight
serveasauseful addition, although thedomain context would
need to be better mapped to modes of perception before spe-
cific performance measures could be recommended. When
the relation between task domain and visual representation
is better understood, RM-Vis may provide an overarching
framework by which to represent deviations of avisudisa-
tiontool for aparticular task from recommended practice. In
addition, RM-Vis makes explicit the nature of the informa-
tion being visualised. Ultimately, RM-Vis may provide a
method for representing the relationship between domain
contexts, datatypes, visua representation, and performance
measurement.

8.4.4 Prospective and retrospective evalua-
tion

Thevarioustaxonomies proposed in thisreport and el se-
where provide opportunities for prospective evaluation of
systems that have not been built. The Layered Protocol (or
Perceptual Control Theory) approach suggeststo theevaua
tor that the ability of the user to perceive what needs to be
perceived for each task and subtask should be carefully
checked. Only when it has been assured that the user will be
able to see what needs to be controlled a each level isiit
necessary to check that the means exist for the appropriate
input. If, for example, the evaluator does not determine that
the user needs to see the names of a set of objects, there will
be no utility in providing alanguage-based input system to
enter those names. But if the user must select one of those
objects somehow, and there are a large number of them so
that naming is a good way of selecting, then the evaluator
should be sure that the user has away to see what the possi-
ble names might be.

A retrospective experimental evaluation of thesamesys-
tem after it was built might simply show that the user made
many errors in selection among the set of objects. The rea
son might be unclear without doing the same kind of analy-
sis as could have been done prospectively.

Prospective eva uation and retrospective eval uation com-
plement each other. A cycle of prospective evaluation and
redesign before productionislikely to produce a system that
proves out well in aretrospective evaluation. A retrospective
evaluation that indicates the existence of problems can sug-
gest areas in which a prospective evaluation before correc-
tive redesign might be fruitful.

8.5 Integrative Strategies

In this section, overarching research strategies are dis-
cussed. Thevariousmeasuresand tasks described above could
be implemented into any of these strategies. Here the focus
is on genera approaches to conducting effective research
investigating the effectiveness of visualisation systems.

Empirical evaluation of visudisation should be concep-
tuaized as a multi-stage process. One study or experiment
will not be very informative. Rather, progress will be best
made over a series of experiments or studies. For example,
Meister (1990) argues that human factors measurement
should start with redlistic, complex tasks, even at thelevd of
subjective description of task X being performed in situation
Y. Itislikely that somewhere, thereis someonewho has per-
formed task X in stuation Y, and the researcher can draw
upon their experience. Ultimately, objective measurement
would be used to vdidate the hypothetical X-Y relationship.
If nothing else, understanding the X-Y relationship should
help in choosing variables and choosing a good experimen-
tal design.

Sanders (1991) makes arelated point when considering
examination of human performanceinthesmulation of com-



plex tasks. He proposesastrategy of back-to-back co-opera-
tion between "naturd" (i.e., complex, real world) and un-
natural (i.e., smple, laboratory) studies. For example, hedis-
cusses a study by Schuffel (1986) in which natural and un-
natural experimentswere conducted on the TNO ship Simu-
lator. The research question was whether ship pilots relied
upon an open-loop preprogrammed ruleto guide manoeuvers
or whether they used closed-loop feedback to do so. Results
from both types of studies indicated the use of closed-loop
feedback. Thenatural study indicated that manoeuveringwith
rapid forcing functions was suboptimal; the unnatural stud-
iesusing more artificial tasks indicated that participantsin-
structed to perform only onerudder deflection (which would
be useful for an open loop strategy) did so poorly, and that
providing knowledge of results helped only when it wasrel-
evant to the closed loop strategy. In summary, the back-to-
back co-operation approach indicates the advantages to us-
ing both complex real-world and simple constrained situa
tions in combination to assess the effectiveness of ahuman-
machine system.

Hennessy (1990) advocates the use of subjective ratings
of performance by experts. The MANPRINT technique in-
volves the decomposition of tasks into subtasks using task
analysis. Domain experts are presented with a set of scores
on aset of subtasks, and are asked to rate overal perform-
ance. For example, in an air-to-air tracking scenario, hypo-
thetical datamight include ascore of 8 for "Maintaining tar-
getinforward field of view"; ascore of 2 for "Reactiontime
to target maneuver" and ascore of 3 for "progressto closure
on target". The expert would produce ageneral score repre-
senting this particular combination of performance levels.
Multiple regression techniques can then be used to deter-
minetheimportance (weight) of each subtask to overall per-
formance. Then when comparing apair of sighting systems,
actual performance data can be obtained for each subtask
and weighted appropriately from the multiple regression to
produce an overall score. A similar approach should be ap-
propriate and effective in complex command visuaisation
systems.

Sanders (1991) aso argued for adecomposition of com-
plex tasksinto elementary unitsthat can be measuredinmore
traditional |aboratory settings. He noted that techniques need
to be developed that would allow proper subtask weighting
in relation to the complex task. MANPRINT (Hennessy,
1990) appears to do this. He also noted that processing in-
volved in the subtask performed singly must be compared to
processing when the subtask is performed in combination
with other tasks.

We have noted above that graphical representations, or
"spaces’ can be useful interpretative tools for the visualisa
tion of human performance data. In asimilar way Howieand
Vicente (1998) have argued for a set of graphical methods
for portraying performance datacollected in aclosed system
caleda"microworld". Theseincludeaction-transition graphs
(components that can be acted on are represented as nodes,
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Figure 8.7. Action transition diagrams. (a, left)
Produced by novice. (b, right) Produced by expert.

and nodesthat are accessed in sequence arejoined by aline)
and state-space diagrams (the system stateis portrayed with
respect to the goal state), shown in Figure 8.7 and 8.8, re-
spectively.

Action-transition graphs general ly become less complex
as operators gain experience—participants make fewer con-
trol actions and their actions are more sequentially consist-
ent (Howie & Vicente, 1998). In the state-space diagrams
used by Howie and Vicente, the centre of the space repre-
sentsthe god state (normalized to unity); greater deviations
of the system state from the goal state (poorer performance)
are represented by "busier” state spaces. Figure 8.8 showsa
state space where an observer attempts to control tempera-
ture and water demand for areservoir in athermal-hydraulic
system.

Such graphical representations provide a nice metric for
strategic shifts. For example, most participantsin the Howie
and Vicente study first tried to control onevariable, and then
the other (so first temperature is optimized, then demand,
leading to a horizontal-vertical sequence in the space). If
participants attempted to control both variables smultane-
oudy (theoptimal method), adiagonal linewould result. Thus,
the method provides good diagnosticity. These graphical ap-
proaches would appear to have good generdizability to the
visualisation system.

Finaly, given the constraints of a complex system one
should be aware that in some situationsit may not be possi-
bletoimprove human performance. That is, providing avisu-
alisation system may not appreciably improve performance
because it cannot improve. Enderwick (1990) notesthat this
can bedetermined in asimulation setting by comparing typi-
cal crew performanceto the performance of an "ideal" crew.

Demand
Demand

Ternperature

Figure 8.8. Sate-space diagram. (a, left) Produced by
novice. (b,right) Produced by expert.

Temperalure



128

Performance of thisideal crew can be obtained by showing
the crew what to do at the right time and measure perform-
ance of the entire system. This crew/system evaluation ap-
proach may provide a redlistic cap on whether it is worth
investing the time and effort to produce a visualisation tool
to assist in command and control activities.

8.6 Conclusions

In this chapter, the following arguments have been ad-

vanced.

Firgt, it isimportant to conceive of the"system" asin-
volving both the human and the machine, and to
measure the dynamic system as it works to reduce
the discrepancy between current and goal states, in
keeping with the IST-05 mode.

Second, it isimportant to recognizethat particular dis-
play techniques are more or less effective for differ-
ent kinds of judgments, or modes of perception.

Third, the use of task analysisto provide agood under-
standing of the task to be performed by members of
the command team is recommended.

Fourth, not all measures will be effective for all tasks,
and the likely relationship between task and meas-
ure was discussed.

Fifth, theimportance of the relation between situation
awareness and visualisation was discussed, and the
use of certain techniques—such as the simulation
halt—recommended for the measurement of com-
mand visudisation.

Sixth, the use of graphical methods to depict human
performance (ROC, SAOC, BOC, POC, action-tran-
dtion and state-space diagrams), wasrecommended
because it provides some understanding of the hu-
man observer’s strategy.

Seventh, the augmentation of taxonomic systems such
asRM-Vistoinclude appropriate performance mess-
ures for particular domain contexts (modes of per-
ception) is recommended.

Finaly, and most importantly, multiple performance
measures should be collected for any evaluation of a
visuaisation system, and if possible the measures
should be weighted to reflect relative importance to
the overall task.
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Chapter 9: Conclusions

In many areas, the military must deal with ever faster
communications, ever larger inventories of rapidly changing
data, and ever more complex political situations. Many peo-
ple believe that military operations, aways difficult, will
become impossible unless ways can be found to free the hu-
man commanders, staff officersand equipment operatorsfrom
being overwhelmed by the flood of data.

One way of taking advantage of, rather than being over-
whelmed by, the dataflood is to discover effective ways to
alow the human military personne to visualise rather than
to analyse the implications of the data for their tasks. Com-
puters analyse more accurately and faster than do humans.
But humans are better at dealing with fuzzy data, and better
a seeing patterns in large amounts of data. It is a skill that
our remote (and not so remote) ancestors have needed to
survive, not one that has suddenly been required for inter-
preting computer-based dataspaces.

Thisreport of the work of RTO IST-013/TG-002 "Visu-
disation of Massive Military Datasets' has concentrated on
theprinciplesthat underly the opportunitiesfor aiding awide
variety of military tasksthrough effective presentation of and
interaction with the data, from the soldier peacekeeping in
the streets of abombarded townto alogistics officer attempt-
ing to coordinate an intercontinental movement of troops, to
anetwork analyst protecting againgt information attack, to a
sonar operator attempting to discover submarinesin acom-
plex ocean, to asenior commander planning a campaign.

Some issues are common to many applications, others
are specid to particular classes of application. Very often,
the principles go back to the reasons we humans evolved as
we have done, and need only atrivial adjustment of termi-
nology if they areto beapplied in the computer-based world.

Since visualisation is something humans do asarouteto
understanding, whereas the dataset to be understood isin a
dataspace in a computer, many of the issues are concerned
with the abilities of the human and with the human-compu-
ter relationship. Different gpplicationsinvolvedifferent kinds
of datawith different implicationsfor what auser might want
to visualise, and different kinds of display afford different
possibilities for the user. Some kinds of data map naturally
onto somekinds of display, but very often thereisno natural
mapping between data and display.

As a basis for understanding the visualisation process,
I ST-013 (under itsoriginal nameof 1ST-05) created the"1ST-
05 ReferenceModd" (Figure9.1). Thebasisof thismodel is
a nested set of feedback loops. In the outermost loop, the
user performs the task, which isto say he or she acts upon
thetask world—uwhich, in acomputer, isthe dataspace—and
monitors its changing state.

One of the routes to understanding is visuaisation, the
other being analysis. In the second loop the user interacts
with Engines that select, analyse, and present the data the

user wantsto see. Theinnermost loop isnot explicitly shown
inthefigure, but it representsthe physical interactions of the
user with the input and output devices.

| ST-013 recognized that a person uses perception in four
distinct ways, inthisreport called "the four modes.” The pri-
mary modeis called "controlling/monitoring.” Some aspect
of thedataspaceisfocally observed. In"controlling” modeit
isbeing acted upon so asto changeits state, whereasin "moni-
toring" modeit isnot currently being acted on, but would be
if its state deviated sufficiently from some desired condition.

Another of the four modesisAlert. Far too many things
happen for dl to becontrolled or monitored a once, but some-
times something occursthat indicates there might be a Dan-
ger or Opportunity, if only the person were to shift what was
being focally observed over to some different place and start
controlling/monitoring there. Accordingly, we seem to have
evolved the capability to perceive unconsciously awide va
riety of things, and to be aware only when they change in
certain ways. A flash or amovement in an otherwise stable
part of the visud field, asudden noise or the cessation of an
unheard pattern of sound can draw our attention at least mo-
mentarily, and perhaps lead us to act in an appropriate new
way.

The third and fourth of the four modes are Search and
Explore, respectively. Both involvewhat thisreport callsgen-
erally "sensor deployment.” We navigate through the envi-
ronment or dataspacelooking at different partsof it. Thedif-
ference between the two modes is that Search looks for in-

Human £ Understanding/ Whi
4 Acting Y
Visualising What

Qutput Devices || Input DEviLE:.I

Engines How

DataSpace

C t (
omputer \ 1 /4

Sensors

Outer World

Figure 9.1 The | ST-05 Reference Model
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formation required in support of ongoing control or monitor-
ing, whereas Explore examines the context in which some
unspecified future control may be required. As a mundane
exampletoillustrate the difference, in Search one may need
apencil and open adrawer to seeif it holds one, whereasin
Explore one may wonder what is in the drawer and notice
that among the contentsisapencil. At somelater time, if one
needs a pencil, the drawer is the place to look, rather than
hurriedly conducting a Search to find the needed pencil.

Sensor deployment and navigation play abig part in ef-
fective systemsfor visualising massive datasets. The whole
point about amassive dataset isthat it cannot be appreciated
or understood in its entirety. This being the case, the user
must be able to change which aspect or which subset of the
datato examine, depending on the needs of the moment.

In navigating through the dataspace, and in understand-
ing focal aspects of the data, context is important. Displays
that show context without causing confusion asto which as-
pect of the dataisfocal are useful in many visualisation ap-
plications. One generic classiscaled a"fisheye' display. In
a fisheye display, the focal element is shown in full detail,
whereas other aspects of the dataare shown in progressively
lower detail asthey get farther (in whatever abstract senseis
appropriate) from the focus.

I ST-013 considered six basic characteristics of data, and
used them to specify a datataxonomy. Those characteristics
are as shown in Table 9-1 (Copied from Table 3-1):

Differences in any of these characteristics may suggest
differencesin the best way to display the data. In most tasks,

Table 9.1 (Copy of Table 3.1) Summary of Data Types

regular
_— Streamed .
Acquisition sporadic
Static
Single
Sources Multiple
. User-selected
Choice Externally imposed
.o .. Located
| dentification Labelled
scalar
Anaogue
vector
Values linguistic
Categoric ~ YMPOIIC  non jinguistic
(Classica o
or Fuzzy) linguistic
non-symbolic =~
non-linguistic
. User-structured
Interrelations
Source-structured

the data are of a variety of types. In many military tasks, a
map underlies dynamically variable data. The map is of one
data class, in particular being static, whereas the dynamic
data may come from a sporadic message stream in struc-
tured text. The typesin the taxonomy must therefore be con-
sidered as the leaves on atree that represents the organiza-
tion of datain the task. It is the job of the engines and the
presentation systemsto take that organization and show it to
the user in away that makes sense.

Displaysalso can be categorized, and some categories of
display seem to fit naturally with some kinds of data. IST-
013 noted the following display charaterigtics:

Display timing
static vs. dynamic
Data Selection
user-selected vs. agorithmically directed
Data Placement
located vslabelled
Datavalues
Analogue (scalar vsvector) vs
Categoric (linguistic vs non-linguistic)

Some of these display types map naturally onto the data
types: streamed data seem to demand adynamic display, lo-
cated data map readily onto alocated data display, possibly
in 3-D if the dataare located in at least three dimensions.

One of the problemswith poor displays has been said to
be "Data Clutter" or "Information Overload." The remedy
has sometimes been to reduce the number of itemsdisplayed.
Thismay be the wrong thing to do. IST-013 argues that data
clutter occures only when the task and the display require
the user to interpret and analyse too many individual items.
Humans are not good at this, and if indeed the display were
intended to support human analysis, reducing the number of
displayed items might be the right thing to do.

Usudly, the display is intended to help the user under-
stand something about the data, not to help the user to ana-
lyse the data. The computer can do much of theanalysis, but
only the human can visualise. To visualise, humans are ac-
customed to use very large amounts of data, usudly far more
than can be placed on a computer screen. If the screen dis-
play (or the auditory display) can be seen as a structured set
of patterns, then the user will be able to visualise something
better than if the screen display is sparse. A sparse display
reduces" Information Overload" if theuser must analyse, but
induces "Data Starvation" if the user isto visualise.

IST-013 did not attempt to restrict the range of military
application under consideration, but used a small subset of
possible applications to exemplify common factors that
underly many applications. No cookbook solutionswerepro-
posed, but afew exemplary prototype demonstration projects
were presented to illustrate some of the issues of more gen-
eral concern.

According to the IST-05 Reference Model, one of the
key elementsin avisuaisation system is the Engine, which



we gplit into two components: The Presentation System and
the Engine proper. Together, they perform the SOMA func-
tions: Select thedata, Organizeit, Manipulateit, and Arrange
it for viewing. The first three are performed by the Engine
proper, the last by the Presentation system. Each of these is
affected by the kind of data and the kind of task being done
by the user at the particular moment. And in any particular
task, how the display should be constructed may depend on
whether the user is controlling/monitoring, responding to an
Alert, Searching or Exploring.

Indl of the modes, interaction between the user and the
computer system is critical. Display for visualisation cannot
be effective if the displays are predetermined, except under
very circumscribed conditions.

Once the visualisation system has been designed and
constructed, it must be evaluated. | ST-013 considered evalu-
ation of the design before production, through the use of some
of the principles discussed in this report, and after construc-
tion through effective experimental design.

There is much about producing good visudisation sys-
temsthat istill an art rather than ascience or an engineering
discipline. Research is needed in many areas. But what can
be done today could be more useful in many military and
civil applications than it currently is. Success is never as-
sured when something new is being tried, but with the ever
increasing speed of communication and of data availability,
the old ways cannot continue without jeopardising the suc-
cess of some missions.
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Chapter 10: Recommendations

10.1 Recommendationsto Researchers

Researchersmust be aware of approachesand techniques
that are used in the existing military systems and their per-
formance; through this the system's shortfalls can be identi-
fied and thus form the basis of the research objectives. Re-
searchisneededin at least the following areas, among many
others.

What differences are there among users of different
nationalities and cultures in their interpretation of
different kinds of display?

Related to the above: How can displaysbe designed to
mean the same kind of thing to people of different
nationalities and cultures?

How can applications best be characterised so as to
guide devel opers to the most appropriate presenta
tion and interaction techniques?

What aspects of displays aid navigation in dataspaces
of different types?

Which aspects of displays should be under user con-
trol and which should not (for example, usersshould
seldom, if ever, begiven contral of colour whenthere
isliable to be any issue of perceiving detailed data
structures)?

How can users most readily navigate in high-dimen-
siond data spaces?

How should derts of different kinds be signalled to
users?

When and how should 3-D displaysbe used and not be
used?

For what kinds of task isimmersive 3-D preferable to
non-immersive 3-D or to 2-D displays?.

How and when should auditory presentation be used?

By what methods should linked views be linked?

How can visudisation system best be evaluated both
prospectively and retrospectivel y?Are part-task stud-
iesvaluable for evaluating systems?

What kinds of components are most useful in develop-
ing componentware structures for visualisation sys-
tems?

10.2 Recommendations to Developers

Developers should focus on using techniques and ap-
proaches that have practical and operational uses. If they do
not, their work will be valueless no matter how brilliant and
flashy the displays are. Military users are more likely to use
a system that is straightforward, designed to allow them to
accomplished their tasks easily and that requires very little
learning. This means that the system must lead from what
theusersknow, either fromtheir everyday experienceor from
their training, into any nove techniquesthat the system may
require them to use.

Overdl themilitary usersat all levelsmust havetheright
information and understanding at the right time, at the right

place, and intheright format to maketheright decision. There
will be increasing need to access many disparate sources of
information and the capability to visualise them in an inte-
grated and readily comprehensible form is vitd. Any visu-
disation systems must provide the interoperability, adapt-
ability and performance for the task required.

The users requirements and their level of expertise must
be captured in detail and implemented as desired by the us-
ers, or a leastin away that does not lead them to dismissthe
new system out of hand. Hence interaction between the us-
ersand developersis essential.

The users see and interact with facilities rather than raw
resources. The user interface model is the front end of the
visualisation system. It allowsthe usersto explore the avail-
able information by searching for and selecting functions
which are relevant to the user's current needs and displaying
theresultsand transforming or merging functionsin order to
acquire the necessary information.

When designing an effective visualisation system it is
alsoimportant to takeinto account the perceptual importance
and the knowledge of how human perceive/process infor-
mation. Suitableapplication of colour, brightness, hue, depth,
orientation are essential in producing effective visualisation.
Blue contrast, for example, should never be used for text or
for datathat need to be examined in detail.

Insight into the principles of cognition and perception,
someof which areoutlined in Chapters2 and 5 of thisreport,
are essential to a developer of an information visualisation
system. In this context, the following principles should be
kept in mind:

Display requirementsare different for analysisand for
visualisation. Analysis is eased by an uncluttered
display that alows the focal objects to stand out
clearly andthat illustratestheir rel ationships, whereas
visualisation general ly requies copious context, pos-
sibly with the foca elements highlighted in some
way.

Navigationisimportant. Navigational requirementsare
different for Controlling/Monitoring as compared
with Searching and Exploring. If thetask would ben-
efit from the use of Alerts, the developer must en-
sure that the users can navigate effectively instanta-
neoudly to a viewpoint from which they can deter-
mine whether the Alert is worth acting upon, and
back againto the original location. Theeasier itisto
dismiss an Alert, the less troublesome will false
aarmsbe,

"Fisheye" views can be very helpful both in helping
the user to appreciate and use context, and in easing
navigation in response to an Alert. The notion of
"fisheye" is not limited to geographic or geometric
distortion of distances, but can apply dsotothedepth
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of detail shownfor itemswith closer and farther con-
ceptual relationships to the focal region of the
dataspace.

When Search and Explore are probable modes of op-
eration, all displays should make clear where there
are opportunities to go to new viewpoints on the
dataspace. A Web page in which the linked text is
shown asidentical to unlinked text isa prime exam-
ple of what not to do. If the user has to search for
means to conduct a Search, frustration is probably
theleast of the problems that will arise.

Wherefeasible, both symbolic and non-symbolic means
of navigation and selection should beavailable. Sym-
bolic references allow discrete jumps to different
viewpointsin the dataspace, whereas anal ogue con-
trol often allowsthe user to change viewpoint incre-
mentally. However, analogue control israrely suited
to a dataspace in which the variables are categoric,
other than by a point-and-click method of categoric
selection that is essentialy equivalent to symbolic
reference.

In order to ensure the delivered system has alonger life
time, a component based approach should be used so that
new regquirements can be accommodated in the existing sys-
tem..

10.3 Recommendationsto the Military

Project managers should consider whether the eventual
users of computer-based systems would benefit from inter-
facesthat assist visualisation. Probably the only caseinwhich
thiswould not be the case occurs when the only requirement
on the user isto input textual or numeric data, the computer
doing all the analysis and reporting simple results.

Usability testing and experimentation with different de-
signsshould beanormd part of the design/procurement proc-
ess. If explicit testing isnot performed as part of the procure-
ment process, the process should at least determine if any
kind of empirical testing has been conducted on the product
and incorporate the results (or the non-existence of results)
in the assessment of proposals.

Most military users are aware that they have little or no
knowledge in computer technology and thus many of the
requirements captured do not considered concerns such as
technical complexity or the availability of information. As
such this has resulted in a significant percentage of the re-
quirements being rather non-specific and require adegree of
clarification to enable the subsequent analysis and determi-
nation of the feasibility of provision of any system. There-
foremilitary users must be more specific and clear regarding
their needs and beredlistic of what is achievablein the short
term and what may be feasible in the longer term. Further-
more, a close working relationship with the developers and
researchers must be maintained throughout the design, de-
veloping, final and evaluation processes.

Research in national and defence institutions should be
encouraged and supported, so as to allow specialised mili-
tary usersto take advantage of what is nhow known and may
be discovered to ease the synergy between the military user
and the computerised systems.

Typesof operationsthat arelikely to benefit from the use

of visualisation include, but are not limited to:

All aspects of Command and Control, including, but
not limited to, situation assessment, mission plan-
ning, briefing and debriefing. Intelligence andysis
of message traffic, Logistics

On-site peacekeeping operations (local and NGO po-
litical and power structures, war-crimeinvestigations,
etc)

Electronic warfare and anti-missile protection

Information protection and other information opera-
tions

Sonar operations

These arejust asmall sample of the myriads of areasin
which military support of visualisation initiatives would be
likely to have large benefits.

10.4 Recommendationsto RTO

10.4.1 General recommendations:

Accelerate the devel opment and deployment of infor-
mation visualisation throughout Nato countries and
PfP by promoting appropriate use of visualisation
for improved information bility, operationd,
filtration, extraction and understanding.

Stress the importance of information visualisation to
ensure active collaborative programmes among na:
tions.

Stressthe importance of evaluative testing as opposed
to subjective "beauty contests' in determining the
effectiveness of visualisation techniques.

Provide support for workshops, symposium, lecture
series etc. to encourage outreach and integration of
information visualisation technologies with other
technologies.

10.4.2 Specific recommendations

InitiateaRTG or aWorkshaop, probably under the HFM
panel, to consider the sociologica implications of
introducing effective visualisation technology in dif-
ferent kinds of military operation

Support a series of successor RTGs to IST-013/RTG-
002 toinvestigate the actual benefits of visualisation
technology in multinational operations, andtoinves-
tigate means of improving thetechnology anditsim-
plementation in military environments.

Support a biennial series of workshops to propagate
the rapid improvements in the development and
evaluation of visualisation techniquesto themilitary
users, and to communicate to the researchers and
devel opers the perceived needs of the military.
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Annex 1. Tabulation of Commercial Web Search Engines
A commented tabulation provided by Z. Jacobson and L. Stilborn of avariety of commercia search engines

** AltaVista | ntranet eXtension 97
http://dtavista.software.digital.com/search/index.asp
Powerful, fast search engine designed for indexing large,

multi-server intranets. Workgroup eXtension 97 alows
easy search of entire contents of aLAN. Indexes over
200 filetypes.

Cost: $16,000 for 250 or fewer usersto $50,000 for over
250. Higher power product available (XCL) for more
than 100 gigabytes of information at addl $50,000.

Web-based search engine.

30-day tria available.

Includes password protection for individual pages.

** Autonomy's Knowledge Server

http://Amww.autonomy.com/

Automatic categorization of documents. Includes natural
language searching. Aggregates content from multiple
sources, including HTML, word processing, Power
Point, Lotus Notes, Microsoft Exchange, relational
databases and various intranet sources. Includes a user
profile feature for targeting information.

Knowledge Management System.

**DataWare || Knowledge Query Server

Suite of products, including BRS text database: Offers
natural language searching of documentsin multiple
formats accessible through aweb interface.

Knowledge management suite.

dtSearch

http://ww.dtsearch.com/dtweb.html

dtSearch Web is $999 for unlimited concurrent use on a
single Internet/ Intranet server.

$9,995 royalty-free pricing.

Basic text search software.

May not be robust enough for complex system to the
extent that it

**Excalibur Technologies RetrievalWare

http://Aww.excalib.com

Excalibur Retrieval Ware's search technology combines a
full semantic network of 500,000 word meaningsand 1.4
million word associations, and pattern recognition that
recognize patternsin digital code and corrects for
misspellings and OCR errors. Excalibur isthe only
vendor to ddliver the hybrid search algorithms of
concept, pattern, statistical and Boolean capahilities.

Allows simple web-based Document Explorer interface, or
as an extensive knowledge discovery tool that graphi-
cally maps an organization's knowledge assets (paper to
electronic), and enables comprehensive searches against
various repositories of information.

Pricing begins at $20,000 U.S.
Knowledge Management System

Excite
http://corp.excite.com/

Excite uses atechnology called ICE (Intelligent Concept
Extraction) which allows concept searching. Boolean
searching is accomodated in the Advanced Search mode.

W\eb-based concept searching.
UsesArchitext software.
Security bug has been identified not suitable.

**Fulcrum
http:/Aww.pcdocs.com/Products/Fproducts/server.htm
Robust search software.

Fulcrum istargeted towards searching corporate informa:
tion on an enterprise-wide basis.Allows searching of
heterogeneous data types (such as databases, and
Microsoft Exchange, etc).

Knowledge management system.
Complex setup and administration.

I nktomi
http:/Aww.inktomi.com
Queriesto: jleroy@inktomi.com.

Fast powerful search engine for the Web. Strength is that it
alows paralel processing so that the system can be
expanded to accommodate increasesin database size or
number or users.

Includes powerful query language and relevance ranking
system.

Cost: Annua minimum for search service of $250,000.

&b search engine

Searching available as an off-site service.

**|nquizit

+1 888 576 4910, or email

corporate@inquizit.com

Sophi sticated semantic search engine which analyses text
for conceptual meaning. Technology is based on ahand-
built linguistic dictionary which may result in more
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effective searching than other natural-language search
engines. Multiple database searching. Reputed 80 - 90%
precision.

Cost: E<t. $10,000 U.S.

Semantic search engine.

Internet based search product under development available
late 1999.

ELRI'sLexiV\are

http://www.erli.com/

Powerful natural-language processing engine. Includes
multi-level linguistic analysis and a customizable
linguistic knowledge base which allows organizations to
adapt the system to their language.

Requires application development: LexiWare 1.5 includes
LexiQuest to query in your own language, LexiTrack to
extract knowledge from texts, LexiBuild to manage
knowledge, and LexiPacks, off-the-shelf knowledge for
domain specific applications.

Pricing: Cal for details.

Natural Language Processing

Language processing tool sits on top of a search engine
(some built-in driversincluded) to alow natura lan-
guage processing.

Requires customized application devel opment.

Integrated into Fulcrum.

**OpenText Livelink

WWW.opentext.com

Comprehensive, off-the-shelf collaborative knowledge
management. Well designed system for group document
sharing. Includesthree levels for document sharing:
Enterprise, project and personal. Standardized meta-data
is created for various objects. Meta-datais then
searchable.

Three levels of searching are offered:

Basic: single index search that combines attribute and
content searching

Quick Searchisdone on a"dice" of documents/objects.

Advanced: Allows unlimited number of cumulative search
statements.

Cost: $75,000 per server, with a$97 per user ID fee

Knowledge Management System. Groupware product
which incorporates search engine.

Quick search requires in-house customized development.

Magnifi Enterprise Server
http://imww.magnifi.com/
No longer involved in document management.

*Muscat

http://www.muscat.co.uk/products/fx.html

Multi-purpose searching tool.

Muscat FX isapowerful, open and scalable software
environment for indexing and searching awide range of
dataformats. Search environment combines natural
language searching with boolean and structured search
techniques. Includes relevance ranking, multi-language
indexing support. Allows indexing of datafrom multiple
sources, including web-sites and Intranet servers.

Web and intranet search software new product empower
designed for corporate network knowledge management.

U.K. based product may not have Canadian customer base.

70% owned by Dialog.

*Netscape Compass

http://home.netscape.com/compass/v3.0/index.html

Provides index of intranet and Internet information
resources, including a customizable, browsable subject
category tree. Handles multiplefile types and distributes
information across multiple platforms, and servers.

Supports keyword, Boolean, wildcard, searching aswell as
multipart queries that include phrases, categories, and
atributes (such astitle, author, and date).

Intranet server product with built-in search engine.
Category tree requires customized devel opment.
Uses Verity SEARCH'97 search engine.

PLS

www.pls.com

Related products:

Callable Personal Librarian (CPL)

http://mww.pls.com/cpl.htm

PLWeb Turbo

http:/Amww.pls.com/plweb.htm

Offers relevance ranking of search results, natural language
querying, concept searching, query by example real-time
updates. IndexesASCII in"PL Standard" format, plain
ASCII, Word for Windows 2.0, WordPerfect 5.0/5.1.

Related product, Callable Personal Librarian provides
Custom retrieval system to manage full text, structured
data, hypertext, forms-based searching and multimedia
applications.

Combines natura language Boolean queries and relevance
ranking.

Supports. ASCII, HTML, Adobe Acrobat, news/mail and
PLS standard field markup.

Text search engine.

Limited document type support.



Powerful search engine purchased by AOL.

Lack of customer support may necessitate a third-party
application consultant to implement.

Documentation for PLWeb Turbo available at
http://ericir.syr.edu/plweb/info/hel p/oltoc.html

Semio

http://Aww.semio.com/fag.htm

Text mining software identifies groups, and maps concepts
within large quantities of unstructured data by building
an index of key phrases and establishing relationships
between concepts (Iexical network) which can be
navigated via a Java-based map.

Text mining/navigation.
Thisisabrowsing toal, rather than a search toal, but it still
may be of some interest.

*TextWise

http:/Aww.textwise.com

Contact info:

TextWiseLLC

2-212 Center for Science and Technology

Syracuse, NY 13244

office: 315-443-1989

fax: 315-443-4053

Text processing system which analyzes full text for
inherent meaning and context. A number of related

products (multi-lingual searching and knowledge
management) are available

Semanitic Search Engine

Although thistool is being used in reasearh and commer-
cia applications, it is not clear at this point if the
software itself is commercialy supported.

Thunderstone

http:/Aww.thunderstone.com/jump/texi sdetail.html

http://www.thunderstone.com

Ability to store, manage and retrieve. Multi-format,
including e-mail, multi-media, textual information,
HTML, .pdf. Supports BOOLEAN, proximity, ranking.

Related product, Texis Webinator, required for Internet /
Intranet Web applications.

Text retrieval for unstructured data.
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** Ultraseek Server 3(Infoseek)

Natural language searching words, phrases, search refine-
ment, date range searching and extended lexical support
for 10 different languages. Supports distributed search of
multiple collections on the same search server. Currently
supports document types: HTML,Plain Text, Microsoft
Word, Excdl, and Powerpoint RTF, PDF, Postscript,
WordPerfect, Lotus 1-2-3, WordPro, and Freelance

Add-on software available for content classification (for
browsing).

Cost: $4995 (U.S)) for 10,000 documents, contact sales
staff for pricing for over 10,000.

Web-based natural language search engine.

Content Classification Module is a vauable add-on.

Test version available for download.

** \Verity
http://mww.verity.com/
http://ww.verity.com/prodNdemos.html

Verity Information Server indexes, searches and retrieves
information on Web and file servers distributed across
the enterprise and stored in many different formats.

Verity creates acommon index to Intranet resources which
can be searched and browsed by users across an organi-
zation.

Verity's related product "Topics Internet Server" specializes
in"concept" searching, using aweighted system of
relationshi ps between words.

Knowledge management system.
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